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Abstract A class of quasilinear stochastic partial differential equations (SPDEs),
driven by spatially correlated Brownian noise, is shown to become macroscopic (i.e.,
deterministic), as the length of the correlations tends to 0. The limit is the solution
of a quasilinear partial differential equation. The quasilinear SPDEs are obtained as
a continuum limit from the empirical distribution of a large number of stochastic
ordinary differential equations (SODEs), coupled though a mean-field interaction and
driven by correlated Brownian noise. The limit theorems are obtained by application
of a general result on the convergence of exchangeable systems of processes. We also
compare our approach to SODEs with the one introduced by Kunita.
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190 P. M. Kotelenez, T. G. Kurtz

1 Introduction

Let N point particles be distributed over Rd , d ∈ N. The position of the i-th particle
at time t will be denoted r i (t) and its mass mi . Then the empirical mass distribution
(also called the “empirical process”) at time t is given by X N (t) := ∑N

i=1 miδr i (t),
where δr is the unit measure concentrated at r . In what follows we will choose mi = 1

N
for i = 1, .., N .

Let (Ω,F ,Ft , P) be a stochastic basis with right continuous filtration. All our
stochastic processes are assumed to live onΩ and be Ft -adapted (including all initial
conditions for the SODEs and SPDEs). The stochastic component of the displacement
of r i (t) in a short time increment should be Brownian (multiplied by some diffusion
coefficient, which may depend both on r i (t) and on X N (t)).

Following [19], we employ i.i.d. Gaussian standard white noise random fields
wl(dq, dt) on Rd × R+, l = 1, . . . , d, as a stochastic perturbation for the positions
of the particles. We list some of the properties of wl(dr, dt).

Let Bd denote the Borel sets in Rd , and for B ∈ Bd , let |B| denote its Lebesgue
measure. For i = 1, 2, let Ai ∈ Bd with |Ai | < ∞ and 0 ≤ si < ti . Then wl(Ai ×
(si , ti ]) = ∫ ti

si

∫
Ai
wl(dq, du), i = 1, 2, are Gaussian random variables with mean

0 and covariance |A1 ∩ A2||(s1, t1] ∩ (s2, t2]|. For any A ∈ Bd with |A| < ∞,
wl(A, t) := wl(A × [0, t]) defines a Brownian motion with variance parameter |A|
adapted to {Ft }. Stochastic integration with respect to wl(dq, dt) follows the pattern
established by Walsh [33], wherewl(dq, dt)was used as a driving term for stochastic
partial differential equations (SPDEs). Let Md×d denote the d × d matrices over R
with the usual matrix norm

|C | = sup
y,z∈Rd

|yT Cx |
|y||x | .

Let Jε(r, q, µ, t) be a “nice” Md×d -valued function, jointly measurable in all argu-
ments, depending on the position of the particle r , the spatial noise coordinate q, the
empirical distribution µ, time t and a correlation parameter ε > 0. (See Examples
1.3-1.5.) In addition to Lipschitz and measurability assumptions, “nice” means that
the one-dimensional components of Jε(r, q, µ, t) are square-integrable in q with res-
pect to Lebesgue measure dq. Similar conditions are assumed for the one-dimensional
components of the Rd -valued function Fε. Consider the following system of SODEs
driven by w(dq, dt):

dri
ε,N (t) = Fε(r

i
ε,N (t), Xε,N (t), t)dt +

∫

Jε(r
i
ε,N (t), q, Xε,N (t), t)w(dq, dt),

(1.1)

r i
ε,N (0) = qi

ε, i = 1, . . . , N , Xε,N (t) :=
N∑

i=1

1

N
δr i
ε,N (t)

.

The integration in (1.1) is taken over Rd , and also in what follows, we will not
indicate the integration domain, if it is Rd . Under appropriate Lipschitz conditions
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Macroscopic limits of McKean–Vlasov type 191

(2.2), Kotelenez [19] shows that (1.1) has a unique strong Itô solution that is an
Rd N -valued diffusion process. The two-particle1 and one-particle diffusion matrices
are given by

D̃ε(r
i , r j , µ, t) :=

∫

Jε(r
i , q, µ, t)J T

ε (r
j , q, µ, t)dq ∀ i, j = 1, ..., N ,

(1.2)
Dε(r, µ, t) := D̃ε(r, r, µ, t),

where CT denotes the transpose of a matrix C . The entries of a matrix A will be
denoted by Akl .

Let ϕ be a twice continuously differentiable function on Rd , and define

Lεϕ(r, µ, t) = Fε(r, µ, t) · ∇ϕ(r)+ 1

2

∑

k,l

Dε,kl(r, µ, t)∂k∂lϕ(r).

Let 〈·, ·〉 denote the duality between measures and continuous functions, that is,
〈µ, ϕ〉 = ∫

ϕdµ. Then (see [19,26] and [27]), under modest assumptions on the
coefficients in (1.1), Itô’s formula yields

〈Xε,N (t), ϕ〉 = 〈Xε,N (0), ϕ〉 +
t∫

0

〈Xε,N (s),Lεϕ(·, Xε,N (s), s)〉ds

+
∫

Rd×[0,t]
〈Xε,N (s),∇ϕ(·)T Jε(·, q, Xε,N (s), s)〉w(dq, ds)

(1.3)

with quadratic variation given by

[〈Xε,N , ϕ〉]t

=
t∫

0

N∑

i, j=1

1

N 2

d∑

k,l=1

(∂kϕ)(r
i
ε,N (s))(∂lϕ)(r

j
ε,N (s))D̃ε,kl(r

i
ε,N , r

j
ε,N , Xε,N (s), s)ds.

(1.4)

Due to the spatial correlations, we have N 2 terms in the sum (1.4), divided by
N 2, and the noise does not disappear in the limit as N → ∞. Hence, we cannot
expect a deterministic limit for Xε,N (t), as N → ∞ as long as ε > 0 remains fixed.
Moreover, the form of quasilinear SPDE in (1.3) does not depend on N , but can always
be written as

1 The two-particle diffusion matrix, describing the pair correlations of the noise perturbations, is the time
derivative of the mutual (tensor) quadratic variation of the noise.
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192 P. M. Kotelenez, T. G. Kurtz

〈Xε(t), ϕ〉 = 〈Xε(0), ϕ〉 +
t∫

0

〈Xε(s),Lεϕ(·, Xε(s), s)〉ds

+
∫

Rd×[0,t]
〈Xε(s),∇ϕ(·)T Jε(·, q, Xε(s), s)〉w(dq, ds). (1.5)

The solution of this equation can be extended by continuity (pass to the limit as
N → ∞) to initial conditions given by any finite measure (see [19,27]). Typically, if
the initial condition has a Lebesgue density, the solution will have a Lebesgue density
for all time.

We next introduce an alternative and more traditional model with spatially uncorre-
lated Brownian noise, following Oelschläger [29] and Gärtner [12]. To this end, choose
a sequence of i.i.d. Rd−valued standard Brownian motions {βi }i∈N. Let J0(r, µ, t)
be a “nice” Md×d -valued function, depending on the position of a particle, the empi-
rical distribution, and time t . F0(r, µ, t) is as in (1.1). Consider stochastic ordinary
differential equations (SODEs) for the displacement of r i of the following type:

dri
0,N (t) = F0

(
r i

0,N (t), X0,N (t), t
)

dt + J0

(
r i

0,N (t), X0,N (t), t
)

dβi (t)
(1.6)

r i
0,N (0) = qi

0, i = 1, . . . , N , X0,N (t) :=
N∑

i=1

1

N
δr i

0,N (t)
.

Letting 0 ∈ Md×d denote the matrix with all entries being equal to 0, the two-particle
diffusion matrix is given by

D̃0(r
i , r j , µ, t) :=

{
J0(r i , µ, t)J T

0 (r
j , µ, t), if i = j,

0, if i 
= j,
(1.7)

and the one-particle matrix is D0(r, µ, t) = J0(r, µ, t)J T
0 (r, µ, t). Defining

L0ϕ(r, µ, t) = F0(r, µ, t) · ∇ϕ(r)+ 1

2

∑

k,l

D0,kl(r, µ, t)∂k∂lϕ(r),

the analog of (1.3) is

〈X0,N (t), ϕ〉 = 〈X0,N (0), ϕ〉 +
t∫

0

〈X0,N (s),L0ϕ(·, X0,N (s), s)〉ds

+ 1

N

N∑

i=1

t∫

0

∇ϕ
(

r i
0,N

)T
J0

(
r i

0,N , X0,N (s), s
)

dβi (s), (1.8)
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Macroscopic limits of McKean–Vlasov type 193

and the quadratic variation is

[〈X0,N , ϕ〉]t

=
t∫

0

N∑

i=1

1

N 2

d∑

k,l=1

(∂kϕ)
(

r i
0,N (t)

)
(∂lϕ)

(
r i

0,N (t)
)

D̃0,kl

(
r i

0,N (t), r
i
0,N (t), X0,N (t), t

)
dt.

(1.9)

Clearly, we have N terms in the sum (1.9), divided by N 2, and it follows that the
quadratic variation and the term involving the stochastic integrals in (1.8) tend to zero
as N → ∞.

Under the Lipschitz conditions defined in Sect. 2, the systems (1.1) and (1.6) have
unique solutions, and assuming {r i

ε,N (0)} ⇒ {r i
ε,∞(0)}, where {r i

ε,∞(0)} = {qi
ε} is

exchangeable, the results of Kurtz and Protter [26, Sect. 10], imply that the solution
of (1.1) converges to the solution of

dri
ε,∞(t) = Fε

(
r i
ε,∞(t), Xε,∞(t), t

)
dt +

∫

Jε

(
r i
ε,∞(t), q, Xε,∞(t), t

)
w(dq, dt),

(1.10)

r i
ε,∞(0) = qi

ε, i = 1, 2, . . . , Xε,∞(t) := lim
n→∞

n∑

i=1

1

n
δr i
ε,∞(t)

and the solution of (1.6) converges to the solution of

dri
0,∞(t) = F0

(
r i

0,∞(t), X0,∞(t), t
)

dt + J0

(
r i

0,∞(t), X0,∞(t), t
)

dβi (t)
(1.11)

r i
0,∞(0) = qi

0, i = 1, 2, . . . , X0,∞(t) := lim
n→∞

n∑

i=1

1

n
δr i

0,∞(t)
.

Remark 1.1 If Xε,N (0) ⇒ µ in M1, the space of probability measures on Rd , then
one can always randomly permute the indices in (1.1) and (1.6) so that {rσi

ε,N (0)} ⇒
{r i
ε,∞(0)}, where {r i

ε,∞(0)} is exchangeable. Consequently, convergence of the initial
distribution Xε,N (0) ⇒ µ implies Xε,N ⇒ Xε,∞, where Xε,∞ is a solution of (1.5).

For ε = 0, X0,N ⇒ X0,∞, where X0,∞ is a solution of the quasilinear parabolic
partial differential equation (PDE) of McKean–Vlasov type given by

〈X0,∞(t), ϕ〉 = 〈µ, ϕ〉 +
t∫

0

〈X0,∞(s),L0ϕ(·, X0,∞(s), s)〉ds, (1.12)
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194 P. M. Kotelenez, T. G. Kurtz

which is the weak form of the macroscopic McKean–Vlasov equation (or “nonlinear
diffusion equation”)2

∂

∂t
X0,∞ = 1

2

d∑

k,l=1

∂2
kl(D0,kl(·, X0,∞, t)X0,∞)− � · (X0,∞F0(·, X0,∞, t))

(1.13)
X0,∞(0) = µ.

Under suitable assumptions, the solution of this PDE lives in the space of densities
with respect to Lebesgue measure.3 One may combine perturbations of each particle
by its own independent Brownian motion, and the space-time perturbation as in (1.1).
For some results of this type see [26,27,34], and the references therein.

Remark 1.2 The limit of Xε,N as N → ∞ is “smooth” only if the initial distribu-
tions converge to a “smooth” initial condition; however, the main interest in the limit
N → ∞ is the derivation of density-valued distributions. Therefore, we are calling
the limit the “continuum limit” of the particle distribution for both (1.1) and (1.6).
The main difference is that the continuum limit of the particle distribution for (1.1) is
stochastic whereas for (1.6), it is deterministic or “macroscopic.”

To better understand the spatial correlations, let us consider the following examples:

Example 1.3 Let ε > 0 be given, and let | · | denote the Euclidean norm on Rd . Set

Γ̃ε(r) :=
(

1
(2πε)

) d
4

exp
(
−|r |2

4ε

)
and Γε(r) the diagonal d × d-matrix whose entries

on the main diagonal are all Γ̃ε(r). Consider the system of SODEs:

dri
ε =

∫

Γε

(
r i
ε − q

)
w(dq, dt)

(1.14)

r i
ε(0) = qi , i = 1, . . . , N , Xε,N (t) :=

N∑

i=1

1

N
δr i
ε(t)
.

Then the two-particle diffusion matrix is independent of µ and t , and its entries are

D̃ε,kl

(
r i
ε, r

j
ε

)
= exp

(

−|r i
ε − r j

ε |2
8ε

)

δkl ∀ i, j = 1, ..., N . (1.15)

2 See [29]. Gärtner [12] obtains the same result under local Lipschitz and linear growth conditions, making
an additional assumption on the initial condition.
3 See [29] and [12].
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Macroscopic limits of McKean–Vlasov type 195

Example 1.4 Let ε > 0 be given and set Gε(r) := −cε∇
(

1
(2πε)

) d
4

exp
(
−|r |2

4ε

)
,

where cε > 0. Consider the system of SODEs

dri
ε =

∫

Gε

(
r i
ε − q

)
w1(dq, dt)

(1.16)

r i
ε(0) = qi , i = 1, . . . , N , Xε,N (t) :=

N∑

i=1

1

N
δr i
ε(t)
.

The two-particle diffusion matrix is given by

D̃ε
(

r i
ε, r

j
ε

)
=
∫

Gε

(
r i − r j − q

)
GT
ε (−q)dq ∀ i, j = 1, ..., N . (1.17)

It follows from [19] that both (1.14) and (1.16) have unique (Itô) solutions. Levy’s
theorem implies that for each i both Mε(r i

ε, t) := ∫ t
0

∫
Γε(r i

ε(s) − q)w(dq, ds) and
Mε(r i

ε, t) := ∫ t
0

∫
Gε(r i

ε(s) − q)w1(dq, ds) are Rd -valued Brownian motions [10,
Chapter 7, Theorem 1.1]. So (1.14) and (1.16) (and, more generally, (1.1)) extend the
classical Einstein–Smoluchowski model from one Brownian particle to several corre-
lated Brownian particles, where the correlation length depends on the distance of the
particles from one another. Clearly, (Mε(r i

ε, t),Mε(r
j
ε , t)) for i 
= j is not Gaussian

as an R2d -valued process; however, if |r i
ε(t)− r j

ε (t)| 
 √
ε, the d-dimensional mar-

tingales are almost uncorrelated and the joint process should look essentially like an
R2d -valued (resp. Rd·N -valued) Brownian motion. Example 1.4 is motivated by the
derivation of correlated Brownian motions from deterministic dynamics of “large”
solute and “small” solvent particles in a scaling limit [20,21] and the analysis of
depletion forces in colloids [23] 4.

Example 1.5 Examples 1.3 and 1.4 are both of the form

Jε(r, q, µ, t) = ε−d/2J

(

r,
r − q

ε
, µ, t

)

(after replacing ε by ε2). By a change of variable in (1.2), we can then write

D̃ε
(

r i , r j , µ, t
)

=
∫

J

(

r i ,
r i

ε
− z, µ, t

)

J T
(

r j ,
r j

ε
− z, µ, t

)

dz,

4 In our approach the fluid for the suspended particles is being modeled by the space-time white noise
random field and the interaction of the fluid particles (the solvent) and the suspended particles (the solute)
is given by a smooth kernel. Using the same random field as a perturbation for all particles reflects the
simple fact that real suspended particles float in the same fluid. (See [30, Part II, Section 7.2], and also our
Remark 1.6).
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196 P. M. Kotelenez, T. G. Kurtz

assuming
∫ |J (r, z, µ, t)|2dz < ∞. Under this assumption, we note that

lim
ε→0

D̃ε
(

r i , r j , µ, t
)

=
{∫

J (r, z, µ, t)J T (r, z, µ, t)dz if ri = r j = r
0 if ri 
= r j

.

Remark 1.6 (i) The spatial correlation of several large Brownian particles suspen-
ded in a fluid and sufficiently close to each other is an empirical fact. The
simplest argument is provided by the colloid community: If two large particles
get closer to each other than a multiple of the diameter of a typical small particle
(which represent the medium), then the osmotic pressure on each of the large
particles can no longer be isotropic, as the fluid between the two large particles
gets “depleted.” (See, for example, [1,14], as well as [23].)

(ii) The choice of a fixed ε > 0 in Kotelenez’s scaling limit enables us to study,
in a stochastic continuum model, fluctuations and anisotropy which occur in a
discrete “microscopic” particle picture and which are neglected in the classical
approach. In this paper, we will show that under certain assumptions, the solu-
tions of the SPDE (1.5) converge to the solutions of the (macroscopic) PDE
(1.12), if the correlations tend to 0. This convergence establishes our SPDE as
a mesoscopic model for the distribution of (large) suspended particles. (For an
explanation of the term “mesoscopic” see [15,32], and others.)

In Sect. 2, we introduce the Wasserstein metric and formulate the main hypotheses.
In Sect. 3, we state and prove the macroscopic limit theorem. In the Appendix, Sect. 4.1
includes general results on the convergence of exchangeable systems that are used
to verify the interchange of the limits N → ∞ and ε → 0, and Sect. 4.2 contains
lemmas giving conditions under which diffusion-like processes do not hit points. These
conditions are critical in the proof that the noises driving the individual particles in the
limiting models are independent. Section 4.3 includes comments on previous related
work.

For s < t and Xε,∞ given by (1.10), let ψs,t (z) satisfy

ψs,t (z) = z +
t∫

s

Fε(ψs,u(z), Xε,∞(u), u)du

(1.18)
+

∫

Rd×(s,t]
Jε(ψs,u(z), q, Xε,∞(u), u)w(dq, du).

Then, at least formally, ψs,t (z) = ψu,t (ψs,u(z)), s < u < t , and r i
ε,∞(t) = ψ0,t

(r i
ε,∞(0)). In fact, (1.10) can be reformulated as (1.18) plus the requirement that

〈Xε,∞(t), ϕ〉 = 〈Xε,∞(0), ϕ ◦ ψ0,t 〉.

This observation demonstrates a close connection between the systems considered
here and stochastic flows as studied by [24]. Kunita formulates the analog of (1.18)
in what is apparently a very different manner, writing a stochastic equation driven
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Macroscopic limits of McKean–Vlasov type 197

by what he calls a C-valued Brownian motion. In Sect. 4.4, we compare Kunita’s
approach with the Gaussian white-noise integral approach taken here.

2 The Wasserstein metric and basic assumptions

Let ρ(·, ·) be a metric on Rd . We are mainly interested in ρ(r, q) := |r − q|, where
the latter is the Euclidean distance on Rd , and in

ρ(r, q) := |r − q| ∧ 1,

where “∧” denotes “minimum.” Most statements will be made with respect to the boun-
ded metric ρ(r, q)with additional comments for the Euclidean distance. CL ,∞(Rd ; R)
is the space of all uniformly bounded Lipschitz functions f from Rd into R. Define

‖ f ‖∞ :=sup
q

| f (q)|; ‖ f ‖L := sup
r 
=q

∣
∣
∣
∣
| f (r)− f (q)|

ρ(r, q)

∣
∣
∣
∣ ; ‖ f ‖L ,∞ :=‖ f ‖L + ‖ f ‖∞.

Let M1 denote the Borel probability measures on Rd . For µ, ν ∈ M1, we set

γ (µ, ν) := sup
‖ f ‖L ,∞≤1

∣
∣
∣
∣

∫

f (q)(µ(dq)− ν(dq))

∣
∣
∣
∣ . (2.1)

M1, endowed with the metric γ , is a complete separable metric space, and the space
of finite sums of point measures with nonnegative weights and total mass 1 is dense
in (M1, γ ). (See [8].) Actually, γ is the restriction of a norm

‖ζ‖γ := sup
‖ f ‖L ,∞≤1

|〈ζ, f 〉|

on the dual of CL ,∞(Rd ; R), that is, γ (µ, ν) = ‖µ− ν‖γ for µ, ν ∈ M1. We easily
see that

‖µ‖γ = µ(Rd) = 1,

for µ ∈ M1.
We assume the following Lipschitz and boundedness or growth conditions on the

coefficients of our equations.

Condition 2.1 The mappings (r, µ, t) ∈ Rd ×M1 ×[0,∞) → Fε(r, µ, t) ∈ Rd and

(r, µ, t) ∈ Rd × M1 × [0,∞) → Jε(r, ·, µ, t) ∈ L2(Rd)
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198 P. M. Kotelenez, T. G. Kurtz

are continuous, and there exist cF , cJ ∈ (0,∞) such that for all ε > 0,
(r1, µ1), (r2, µ2) ∈ Rd × M1, and t ≥ 0,

|Fε(r1, µ1, t)− Fε(r2, µ2, t)| ≤ cF {ρ(r1, r2)+ γ (µ1, µ2)},
d∑

k,l=1

∫
(
Jε,kl(r1, q, µ1, t)− Jε,kl(r2, q, µ2, t)

)2
dq (2.2)

≤ c2
J

{
ρ2(r1 − r2)+ γ 2(µ1 − µ2)

}
.

Condition 2.2 Either

sup
r,µ,t,ε

(|Fε(r, µ, t)|2 +
d∑

k,l=1

∫

J 2
ε,kl(r, q, µ, t)dq) < ∞

or ρ(x, y) = |x − y| and there exists c > 0 such that

|Fε(r, µ1, t)| ≤ c(1 + |r |)
(2.3)∫

|Jε(r, q, µ, t)|2dq ≤ c(1 + |r |)2.

Note that Condition 2.2 ensures that for p ≥ 1, if E[|r i
ε(0)|p] < ∞, then

E[sup
s≤t

|r i
ε(s)|p] < ∞. (2.4)

We assume the same conditions for ε = 0, replacing the integral Lipschitz and linear
growth conditions for Jε by the corresponding condition on J0 and the stochastic
driving term as in (1.6). 5

Letσε(r, µ, t) be the nonnegative definite square root of Dε(r, µ, t). We will require
the following nondegeneracy condition.

Condition 2.3 For T > 0, compact K ⊂ Rd , and compact C ⊂ M1,

inf
0<ε<1,r∈K ,0≤t≤T,µ∈C

inf
z∈Rd ,z 
=0

zT Dε(r, µ, t)z

|z|2 > 0 (2.5)

or equivalently

sup
0<ε<1,r∈K ,0≤t≤T,µ∈C

|σ−1
ε (r, µ, t)| < ∞. (2.6)

We need the following convergence conditions as ε → 0.

5 See [19,22] for examples.
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Condition 2.4 For δ, T > 0, compact K ⊂ Rd , and compact C ⊂ M1,

lim
ε↓0

sup
|r1−r2|>δ,0≤t≤T,µ∈C

|D̃ε(r1, r2, µ, t)| = 0, (2.7)

and

lim
ε↓0

sup
r∈K ,0≤t≤T

sup
µ∈C

(|Fε(r, µ, t)−F0(r, µ, t)|+|σε(r, µ, t)−J0(r, µ, t)|)=0. (2.8)

If d = 2, we will need an additional regularity condition. A continuous R-valued
process Y is an Itô process if it can be written as

Y (t) = Y (0)+ M(t)+
t∫

0

b(s)ds,

where M is a martingale with

[M]t =
t∫

0

a(s)ds

and a and b are progressively measurable processes. We will say that Y has locally
bounded characteristics if sups≤t (|a(s)| + |b(s)|) < ∞ a.s. for each t > 0 and
L1-bounded characteristics if E[sups≤t (|a(s)| + |b(s)|)] < ∞.

A continuous M1-valued process X is a de Finetti process if there exists an exchan-
geable family {ζ i } of Rd -valued processes such that

〈X (t), ϕ〉 = lim
n→∞

1

n

n∑

i=1

ϕ(ζ i (t)).

A de Finetti process X has L1-bounded characteristics if the ζ i are Itô processes with
L1-bounded characteristics.

Lemma 2.5 If X is a de Finetti process with L1-bounded characteristics, then for
each ϕ ∈ C2

b , 〈X, ϕ〉 is an Itô process with L1-bounded characteristics.

Proof We can write ζ i (t) = Mi (t) + ∫ t
0 bi (s)ds, where [Mi ]t = ∫ t

0 ai (s)ds for a
d × d-matrix ai = ((ai

kl)) and E[sups≤t (|bi (s)| + |ai (s)|)] < ∞. Then

〈X (t), ϕ〉 = 〈X (0), ϕ〉 + Mϕ(t)+
t∫

0

bϕ(s)ds
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where

Mϕ(t) = lim
n→∞

1

n

n∑

i=1

t∫

0

∇ϕ(ζ i (s))T d Mi (s) (2.9)

and

t∫

0

bϕ(s)ds = lim
n→∞

1

n

n∑

i=1

t∫

0

(

∇ϕ(ζ i (s)) · bi (s)+ 1

2

∑

kl

∂k∂lϕ(ζ
i (s))ai

kl(s)

)

ds.

In both cases, the convergence is in L1. Let Mn
ϕ(t) denote the process on the right of

(2.9), and note that

[Mn
ϕ ]t+u − [Mn

ϕ ]t ≤ ‖∇ϕ‖2 1

n2

∑

1≤i, j≤n

t+u∫

t

|ai (s)| + |a j (s)|
2

.

The L1-boundedness assumption implies the {Mn
ϕ } satisfies the convergence condi-

tions in Theorem 2.2 of [25] which in turn implies that the quadratic variation of
Mn
ϕ converges to the quadratic variation of Mϕ giving the L1-boundedness of the

characteristics for Mϕ and hence for 〈X, ϕ〉. ��
Condition 2.6 For every R2-valued Itô process R with L1-bounded characteristics
and every M1-valued de Finetti process X with L1-bounded characteristics,

J0(R(·), X (·), ·)

is an Itô process with L1-bounded characteristics.

Remark 2.7 Condition 2.6 will be satisfied if

J0(r, µ, t) = H(r, 〈ϕ1, µ〉, . . . , 〈ϕm, µ〉, t),

where ϕi ∈ C2
b and H is sufficiently smooth.

Condition 2.6 also holds if

J0(r, µ, t) =
∫

R2

Γ (r − q)µ(dq)

for Γ ∈ C2
b (R

2), since

〈X (t), Γ (R(t)− ·)〉 = 〈X R, Γ 〉

where X R is the de Finetti process given by {R − ζi }.
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The following lemma ensures relative compactness of {({r i
ε,N }, Xε,N ),

ε > 0, N > 0}.
Lemma 2.8 For ε > 0, let Nε = ∞ or Nε → ∞ as ε → 0. Let {r i

ε,Nε
} be a solution

of (1.1) or if Nε = ∞, a solution (1.10).
Suppose that Conditions 2.1 and 2.2 hold and that {{r i

ε,Nε
(0)}, ε ≥ 0} is relati-

vely compact (for convergence in distribution in (Rd)∞). Then {({r i
ε,Nε

}, Xε,Nε )} is

relatively compact in C(Rd )∞×M1
[0,∞), and any limit point {({r̂ i∞}, X̂∞)} satisfies

X̂∞(t) = lim
m→∞

1

m

m∑

i=1

δr̂ i∞(t).

Proof The boundedness and growth conditions on Fε and Jε ensure that {r i
ε,Nε

, ε >

0} is relatively compact for each fixed i and hence {{r i
ε,Nε

}, ε > 0} is relatively

compact in the infinite product space (CRd [0,∞))∞ (taking r i
ε,Nε

≡ 0 for i > Nε).
But the topology on (CRd [0,∞))∞ is the same as the topology on C(Rd )∞[0,∞), so
{{r i

ε,Nε
}, ε > 0} is relatively compact in C(Rd )∞[0,∞). The lemma now follows by

Lemma 4.4 and Remark 4.5. ��
We will need the following lemma in the case d = 2.

Lemma 2.9 In addition to the assumptions of Lemma 2.8, suppose that Condition 2.4
holds and that supε>0 E[(r i

ε,Nε
(0))2] < ∞. Then any limit point of {Xε,Nε } is a de

Finetti process with L1-bounded characteristics.

Proof By Lemma 2.8, {({r i
ε,Nε

}, Xε,Nε )} is relatively compact, and Condition 2.4 and
the continuous mapping theorem imply that any limit point will satisfy

r̂ i (t) = r̂ i (0)+
t∫

0

F0(r̂
i (s), X̂(s), s)ds + Mi (t),

where Mi is the limit in distribution of

Mi
ε =

∫

Rd×[0,·]
Jε

(
r i
ε,∞(s), q, Xε,∞(s), s

)
w(dq, ds).

The moment estimates ensure that Mi is a martingale, and the quadratic variation of
Mi is the limit of the quadratic variation of Mi

ε giving

[Mi ]t =
t∫

0

J0(r̂
i (s), X̂(s), s)J T

0

(
r̂ i (s), X̂(s), s

)
ds.

L1-boundedness of the characteristics follows from (2.3) and (2.4). ��
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3 The macroscopic limit

Under the conditions of Sect. 2, for fixed N , as ε → 0, {r i
ε,N (0)} ⇒ {r i

0,N (0)}
easily implies {r i

ε,N } ⇒ {r i
0,N }. Assuming exchangeability of {r i

0,N (0)}, we have

already observed that as N → ∞, {r i
0,N (0)} ⇒ {r i

0,∞(0)} implies ({r i
0,N }, X0,N ) ⇒

({r i
0,∞}, X0,∞). Our main theorem states that the order of convergence can be inter-

changed.

Theorem 3.1 For ε > 0, let Nε = ∞ or Nε → ∞ as ε → 0. Let {r i
ε,Nε

} be a solution
of (1.1) or if Nε = ∞, a solution (1.10). Assume that Conditions 2.1, 2.2, 2.3, and 2.4
hold, and in addition, if d = 2, that Condition 2.6 holds and

sup
ε>0

E[(r i
ε,Nε (0))

2] < ∞.

Suppose that {r i
ε,Nε

(0)} is exchangeable and {r i
ε,Nε

(0)} ⇒ {r i
0,∞(0)} where

P
{

r i
0,∞(0) 
= r j

0,∞(0)
}

= 1, for i 
= j.

Then

(
{r i
ε,Nε }, Xε,Nε

)
⇒
(
{r i

0,∞}, X0,∞
)

in C(Rd )∞×M1
[0,∞), as ε ↓ 0. (3.1)

Example 3.2 Before proving Theorem 3.1 in full generality, we first consider the
particular case given in Example 1.5. System (1.10) then becomes

dri
ε,∞(t) = Fε

(
r i
ε,∞(t), Xε,∞(t), t

)
dt

+
∫

ε−d/2J

(

r i
ε,∞(t),

r i
ε,∞(t)− q

ε
, Xε,∞(t), t

)

w(dq, dt).

Define

wi
ε(C × [0, t]) =

∫

Rd×[0,t]
ε−d/21C

(
r i
ε,∞(t)− q

ε

)

w(dq, ds),

and note that

[wi
ε,l(C × [0, ·]), wi

ε,k(C × [0, ·])]t =δkl

t∫

0

∫

ε−d1C

(
r i
ε,∞(t)− q

ε

)

dqds =δkl |C |t.
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Consequently, by Levy’s theorem, wi
ε has the same distribution as w. Writing the

system in terms of the wi
ε, we have

dri
ε,∞ = Fε

(
r i
ε,∞(t), Xε,∞(t), t

)
dt +

∫

J
(

r i
ε,∞(t), z, Xε,∞(t), t

)
wi
ε(dz, dt).

For ϕ ∈ L2(Rd), define

wi
ε(ϕ, t) =

∫

Rd×[0,t]
ϕ(z)wi

ε(dz, ds).

The collection {{wi
ε}, ε > 0} is relatively compact in the sense that for any finite

collection of indices (i1, l1), . . . , (im, lm) and ϕi j ,l j ∈ L2(Rd),

{
(wi1

ε (ϕi1,l1 , ·), . . . , wim
ε (ϕim ,lm , ·))

}

is relatively compact in CRm [0,∞). At least along a subsequence, the exchangeability
of {(r i

ε,∞, wi
ε)} and Lemma 4.4 imply {(r i

ε,∞, wi
ε), Xε,∞} converges in distribution to

a process {(r̂ i∞, wi ), X̂∞}, where

X̂∞(t) = lim
m→∞

1

m

m∑

i=1

δr̂ i∞(t).

Convergence of the wi
ε is in the sense that (along the subsequence)

{
(wi1

ε (ϕi1,l1 , ·), . . . , wim
ε (ϕim ,lm , ·))

}
⇒
{
(wi1(ϕi1,l1 , ·), . . . , wim (ϕim ,lm , ·))

}
,

for all choices of ϕi j ,l j ∈ L2(Rd) and m = 1, 2, . . .
By Theorem 4.2 of Kurtz and Protter [26], for each i ,

dr̂ i∞ = F0

(
r̂ i∞(t), X̂∞(t), t

)
dt +

∫

J
(

r̂ i∞(t), z, X̂∞(t), t
)
wi (dz, dt), (3.2)

Each wi is Gaussian white noise, and if they are independent, then the solution of
(3.2) has the same distribution as the solution of (1.11). Independence of the wi is at
least not immediate. Specifically, for ϕ1, ϕ2 ∈ L2(Rd),

(
wi
ε,l(ϕ1, ·), w j

ε,k(ϕ2, ·)
)

⇒
(
wi

l (ϕ1, ·), w j
k (ϕ2, ·)

)
,

and since
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[
wi
ε,l(ϕ1, ·), w j

ε,k(ϕ2, ·)
]

t
= wi

ε,l(ϕ1, t)w j
ε,k(ϕ2, t)−

t∫

0

wi
ε,l(ϕ1, s)dw j

ε,k(ϕ2, s)

−
t∫

0

w
j
ε,k(ϕ2, s)dwi

ε,l(ϕ1, s),

by Theorem 2.2 of Kurtz and Protter [25],

[
wi
ε,l(ϕ1, ·), w j

ε,k(ϕ2, ·)
]

t
⇒
[
wi

l (ϕ1, ·), w j
k (ϕ2, ·)

]

t
.

Consequently,

[
wi

l (ϕ1, ·), w j
k (ϕ2, ·)

]

t
= δkl lim

ε→0

t∫

0

∫

ϕ1

(
r i
ε,∞(s)
ε

− q

)

ϕ2

(
r j
ε,∞(s)
ε

− q

)

dqds,

where the convergence is in distribution, and for i 
= j , the limit is zero for all choices
of ϕ1 and ϕ2 if and only if infs≤t |r̂ i∞(s)− r̂ j∞(s)| > 0 a.s. for each t > 0. It follows
by Lévy’s theorem that wi and w j behave as independent Gaussian white noises until

τi j = lim
δ→0

τi j (δ) := lim
δ→0

inf{t : |r̂ i∞(t)− r̂ j∞(t)| ≤ δ}. (3.3)

We need to show that τi j = ∞.
Let

Y (t) = r̂ i∞(t)− r̂ j∞(t)

= r̂ i∞(0)− r̂ j∞ +
t∫

0

(
F0

(
r̂ i∞(s), X̂∞(s), s

)
− F0

(
r̂ j∞(s), X̂∞(s), s

))
ds

+
∫

Rd×[0,t]
J
(

r̂ i∞(s), z, X̂∞(s), s
)
wi (dz, ds)

−
∫

Rd×[0,t]
J
(

r̂ j∞(t), z, X̂∞(t), t
)
w j (dz, dt).

Then setting

M(t) =
∫

Rd×[0,t]
J
(

r̂ i∞(s), z, X̂∞(s), s
)
wi (dz, ds)

−
∫

Rd×[0,t]
J
(

r̂ j∞(t), z, X̂∞(t), t
)
w j (dz, dt)
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and D(r, µ, t) = ∫ J (r, z, µ, t)J T (r, z, µ, t)dz,

[M]t =
t∫

0

(
D(r̂ i∞(s), X̂∞(s), s)+ D(r̂ j∞(s), X̂∞(s), s)

)
ds,

for t < τi j . For d ≥ 3, τi j = ∞ a.s. by Lemma 4.7. For d = 2, under the analog of
Condition 2.6, Lemmas 2.9 and 4.8 imply τi j = ∞ a.s.

Proof of Theorem 3.1 Define

W i
ε (t) :=

t∫

0

∫

σ−1
ε

(
r i
ε,Nε (s), Xε,Nε (s), s

)
Jε

(
r i
ε,Nε (s), q, Xε,Nε (s), s

)
w(dq, ds).

(3.4)

By Levy’s theorem, each W i
ε is an Rd -valued Brownian motion, and

r i
ε,Nε (t) = r i

ε,Nε (0)+
t∫

0

Fε
(

r i
ε,Nε (s), Xε,Nε (s), s

)
ds

+
∫

Rd×[0,t]
Jε

(
r i
ε,Nε (s), q, Xε,Nε (s), s

)
w(dq, ds)

= r i
ε,Nε (0)+

t∫

0

Fε
(

r i
ε,Nε (s), Xε,Nε (s), s

)
ds

+
t∫

0

σε

(
r i
ε,Nε (s), Xε,Nε (s), s

)
dW i

ε (s).

Abbreviating

cε(r, q, µ, t) := σ−1
ε (r, µ, t)Dε(r, q, µ, t)σ−1

ε (q, µ, t),

we obtain

[W i
ε ,W j

ε ]t =
t∫

0

cε
(

r i
ε,Nε (s), r

j
ε,Nε

(s), Xε,Nε (s), s
)

ds, (3.5)

where the left side of (3.5) is the tensor quadratic variation. By Lemma 2.8 and Theo-
rem 2.7 of Kurtz and Protter [25], ({(r i

ε,Nε
,W i

ε )}, Xε,Nε ) is relatively compact and any
limit point satisfies
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r̂ i∞(t) = r i
0,∞(0)+

t∫

0

F0

(
r̂ i∞(s), X̂∞(s), s

)
ds

+
t∫

0

J0

(
r̂ i∞(s), X̂∞(s), s

)
dW i (s)

where

X̂∞(t) = lim
m→∞

1

m

m∑

i=1

δr̂ i∞(t).

The W i are Brownian motions whose independence we must still verify.
Conditions 2.3 and 2.4 imply that for any δ > 0, any compact subset C ⊂ M1, and

any T > 0,

lim
ε↓0

sup
|r−q|>δ

sup
µ∈C ,0≤t≤T

|cε(r, q, µ, t)| = 0. (3.6)

Consequently, as in Example 3.2,

lim
ε→0

[W i
ε ,W j

ε ]t = δi j t I

provided

τi j = lim
δ→∞ τi j (δ) := lim

δ→∞ inf{t : |r̂ i∞(t)− r̂ j∞(t)| ≤ δ} (3.7)

is infinite a.s. This assertion follows by Lemmas 4.7 and 4.8.
The independence of the W i then implies that the limit is given by the unique

solution of (1.11). ��

4 Appendix

4.1 Convergence of sequences of exchangeable families.

Let S be a complete, separable metric space. A family of S-valued random variables
{ξ1, . . . , ξm} is exchangeable if for every permutation (σ1, . . . , σm) of (1, . . . ,m),
{ξσ1, . . . , ξσm } has the same distribution as {ξ1, . . . , ξm}. A sequence ξ1, ξ2, . . . is
exchangeable if every finite subfamily ξ1, . . . , ξm is exchangeable.

Theorem 4.1 (de Finetti) Let ξ1, ξ2, . . . be an exchangeable sequence of S-valued
random variables. Then there is a P(S)-valued random variable Ξ such that

Ξ = lim
m→∞

1

m

m∑

i=1

δξi a.s.
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and, conditioned on Ξ , ξ1, ξ2, . . . are iid with distribution Ξ , that is, for each f ∈
B(Sm), m = 1, 2, . . .,

E[ f (ξ1, . . . , ξm)|Ξ ] = 〈 f, Ξm〉.

We will refer to Ξ as the de Finetti measure for ξ1, ξ2, . . .. The next result focuses
on convergence of a sequence of exchangeable families.

Lemma 4.2 For n = 1, 2, . . ., let {ξn
1 , . . . , ξ

n
Nn

} be exchangeable, S-valued random
variables. (We allow Nn = ∞.) Let Ξn be the corresponding empirical measure,

Ξn = 1

Nn

Nn∑

i=1

δξn
i
,

where if Nn = ∞, we mean

Ξn = lim
m→∞

1

m

m∑

i=1

δξn
i
.

Assume that Nn → ∞ and that for each m = 1, 2, . . ., {ξn
1 , . . . , ξ

n
m} ⇒ {ξ1, . . . , ξm}

in Sm. Then {ξi } is exchangeable and setting ξn
i = s0 ∈ S for i > Nn,

{Ξn, ξ
n
1 , ξ

n
2 . . .} ⇒ {Ξ, ξ1, ξ2, . . .}

in P(S)× S∞, where Ξ is the de Finetti measure for {ξi }. If for each m,

{ξn
1 , . . . , ξ

n
m} → {ξ1, . . . , ξm}

in probability in Sm, then Ξn → Ξ in probability in P(S).
The converse also holds in the sense that Ξn ⇒ Ξ implies

{ξn
1 , . . . , ξ

n
m} ⇒ {ξ1, . . . , ξm}.

Proof The exchangeability of {ξi } follows immediately from the exchangeability of
{ξn

i }. Assuming m + k ≤ Nn , exchangeability implies

E
[

f
(
ξn

1 , . . . , ξ
n
m+k

)]

= E

⎡

⎣ 1

(Nn − m) · · · (Nn − m − k + 1)

∑

{i1,...,ik }⊂{m+1,...,Nn}
f
(
ξn

1 , . . . , ξ
n
m , ξ

n
i1
, . . . , ξn

ik

)
⎤

⎦

= E

⎡

⎢
⎣

∫

Sk

f
(
ξn

1 , . . . , ξ
n
m , s1, . . . , sk

)
Ξn(ds1) · · ·Ξn(sk)

⎤

⎥
⎦+ O

(
1

Nn

)

,
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and hence if f ∈ C̄(Sm+k),

lim
n→∞ E

⎡

⎢
⎣

∫

Sk

f
(
ξn

1 , . . . , ξ
n
m, s1, . . . , sk

)
Ξn(ds1) · · ·Ξn(sk)

⎤

⎥
⎦

= E[ f (ξ1, . . . , ξm+k)]

= E

⎡

⎢
⎣

∫

Sk

f (ξ1, . . . , ξm, s1, . . . , sk)Ξ(ds1) · · ·Ξ(dsk)

⎤

⎥
⎦ ,

where the second equality follows by exchangeability. Since the space of functions on
P(S)× S∞ of the form

F(µ, x1, . . . xm) =
∫

Sk

f (x1, . . . , xm, s1, . . . , sk)µ(ds1) · · ·µ(dsk)

form a convergence determining class, the first part of the lemma follows.
If for each m, {ξn

1 , . . . , ξ
n
m} → {ξ1, . . . , ξm} in probability, then

Ξ(m)
n ≡ 1

m

m∑

i=1

δξn
i

→ 1

m

m∑

i=1

δξi

in probability in P(S), and the convergence of Ξn to Ξ follows by approximation,
that is, by exchangeability, for each ε > 0 and ϕ ∈ C̄(S),

lim
m→∞ sup

n
P
{∣
∣
∣〈ϕ,Ξ(m)

n 〉 − 〈ϕ,Ξn〉
∣
∣
∣ > ε

}
= 0.

In fact, there exist η(ε, ‖ϕ‖∞) and C(ε, ‖ϕ‖∞) such that

sup
n

P
{∣
∣
∣
〈
ϕ,Ξ(m)

n

〉
− 〈ϕ,Ξn〉

∣
∣
∣ > ε

}
≤ C(ε, ‖ϕ‖∞)e−η(ε,‖ϕ‖∞)m .

��
We are interested in applying the above lemma in the case S = DE [0,∞), the

Skorohod space of E-valued cadlag functions. Then, in addition to the P(DE [0,∞))-
valued random variables Ξn , it is natural to consider the P(E)-valued processes

Zn(t) = 1

Nn

Nn∑

i=1

δXn
i (t)
,

(where Nn may be infinite) which will have sample paths in DP(E)[0,∞). Unlike
Ξn , convergence of Zn is not always assured.
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Example 4.3 a) For n = 1, 2, . . ., let {ζ n
i } be iid uniform [1, 1 + 1

n ] random variables
and let Xn

i = 1[ζ n
i ,∞). Then the conditions of Lemma 4.2 are satisfied. Note, however,

that Xn = (Xn
1 , Xn

2 , . . .) does not converge in DR∞[0,∞), and the P(R)-valued
marginal process Zn defined by Zn(t) = limm→∞ 1

m

∑m
i=1 δXn

i (t)
is

Zn(t) =
⎧
⎨

⎩

δ0 t < 1
(n + 1 − nt)δ0 + (nt − n)δ1 1 ≤ t < 1 + 1

n
δ1 1 + 1

n ≤ t

does not converge in DP(R)[0,∞).
b) Let Xn

1 , Xn
2 , . . . be iid with

P
{

Xn
i = 1[1+ 1

n ,∞)

}
= P

{
Xn

i = 1[0,1)
} = 1

2
.

Then Xn converges in distribution in DR[0,∞)∞, but not in DR∞[0,∞) and

Ξn = 1

2

(
δ1[1+ 1

n ,∞)
+ δ1[0,1)

)
→ Ξ = 1

2

(
δ1[1,∞)

+ δ1[0,1)
)

in P(DR[0,∞)). The marginal process is

Zn(t) =
{

1
2δ0 + 1

2δ1 t /∈ [1, 1 + 1
n )

δ0 t ∈ [1, 1 + 1
n )

which does not converge in DP(E)[0,∞).

The examples above show that the convergence of an exchangeable family Xn

in DE [0,∞)∞ does not necessarily imply that the corresponding marginal process
Zn converges in DP(E)[0,∞); however, if we strengthen the convergence of Xn

to convergence in DE∞[0,∞), then convergence of Zn follows. Recall that the dis-
tinction between convergence in the product of Skorohod spaces and convergence in
the Skorohod space for the product of the state spaces has to do with coalescence

of discontinuities. For example, the sequence xn =
(

1[1+ 1
n ,∞), 1[1,∞)

)
converges in

DR[0,∞)× DR[0,∞) but not in DR2 [0,∞).

Lemma 4.4 For n = 1, 2, . . ., let Xn = (Xn
1 , . . . , Xn

Nn
) be exchangeable families of

DE [0,∞)-valued random variables such that Nn → ∞ and Xn ⇒ X in DE [0,∞)∞.
Define

Ξn = 1

Nn

Nn∑

i=1

δXn
i
, Ξ = lim

m→∞
1

m

m∑

i=
δXi ∈ P(DE [0,∞))
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and

Zn(t) = 1

Nn

Nn∑

i=1

δXn
i (t)
, Z(t) = lim

m→∞
1

m

m∑

i=1

δXi (t) ∈ P(E).

a) Let DΞ = {t : E[Ξ{x : x(t) 
= x(t−)}] > 0}. Then for t1, . . . , tl /∈ DΞ ,

(Ξn, Zn(t1), . . . , Zn(tl)) ⇒ (Ξ, Z(t1), . . . , Z(tl)).

b) If Xn ⇒ X in DE∞[0,∞), then (Xn, Zn) ⇒ (X, Z) in DE∞×P(E)[0,∞). If
Xn → X in probability in DE∞[0,∞), then (Xn, Zn) → (X, Z) in probability
in DE∞×P(E)[0,∞).

Remark 4.5 a) The set DΞ is at most countable.
b) If for i 
= j , with probability one, Xi and X j have no simultaneous discontinuities,

then DΞ = ∅ and convergence of Xn to X in DE [0,∞)∞ implies convergence
in DE∞[0,∞). In particular, this conclusion holds if the Xi are continuous.

c) The convergence result immediately implies that if {Xn} is relatively compact in
DE∞[0,∞), then {(Xn, Zn)} is relatively compact in DE∞×P(E)[0,∞).

Proof For x ∈ DE [0,∞), let πt (x) = x(t) and recall that the continuity set for πt

is {x : x(t) = x(t−)}. By Lemma 4.2, Ξn ⇒ Ξ . The continuity set of the mapping
µ ∈ P(DE [0,∞)) → µπ−1

t ∈ P(E) is the collection of µ such that the mapping
s → µπ−1

s is continuous at t . The first conclusion then follows by the continuous
mapping theorem.

The compact containment condition (see [10, Remark 3.7.3]) for {Zn} follows by
Lemma A1.2 in the Appendix of Donnelly and Kurtz [9]. To complete the proof we
use a version of Aldous’s criterion [10, Theorem 3.8.6].

For s < t , define

γn(ε, s, t) = Ξn{x : r(x(s), x(t)) ≥ ε},

and observe that if ρp is the Prohorov metric on P(E) and τn is σ(Ξn) measurable,
then

ρp(Zn(τn), Zn(τn + u)) ≤ γn(ε, τn, τn + u)+ ε

and

ρp(Zn(τn), Zn(τn + u))ρp(Zn(τn − v), Zn(τn))

≤ γn(ε, τn, τn + u)γn(ε, τn − v, τn)+ 2ε + ε.
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Note that

γn(ε, τn, τn + u)γn(ε, τn − v, τn)

= lim
m→∞

1

m

m∑

i=1

1{r(Xn
i (τn),Xn

i (τn+u))≥ε}
1

m

m∑

j=1

1{r(Xn
j (τn−v),Xn

j (τn))≥ε},

so

P
{
r
(
Xn

1 (τn), Xn
1 (τn + u)

) ≥ ε, r
(
Xn

2 ((τn − v) ∨ 0), Xn
2 (τn)

) ≥ ε
}

≥ E[γn(ε, τn, τn + u)γn(ε, (τn − v) ∨ 0, τn)].

Let T n
T be the collection of σ(Ξn)-measurable random variables satisfying

0 ≤ τn ≤ T . The relative compactness of {(Xn
1 , Xn

2 )} in DE2 [0,∞) implies that

lim
δ→0

sup
0≤u,v≤δ

sup
τn∈T n

T

P
{
r
(
Xn

1 (τn), Xn
1 (τn +u)

)≥ε, r (Xn
2 ((τn −v) ∨ 0), Xn

2 (τn)
)≥ε}=0

and hence

lim
δ→0

sup
0≤u,v≤δ

sup
τn∈T n

T

E[ρp(Zn(τn), Zn(τn + u)) ∧ ρp(Zn((τn − v) ∨ 0), Zn(τn))] = 0.

A similar argument gives

lim
δ→0

E[ρp(Zn(0), Zn(δ))] = 0,

and the relative compactness of {Zn} follows. By Part (a), the finite dimensional distri-
butions converge for finite subsets of a dense set of times, so Zn ⇒ Z in DP(E)[0,∞).

If Xn → X in probability in DE∞[0,∞), then for all but countably many
t , Xn(t) → X (t) in probability so by Lemma 4.2, Zn(t) → Z(t) in probability. By
Lemma A2.1 of Donnelly and Kurtz [9], Zn → Z in probability in DP(E)[0,∞). ��
Lemma 4.6 If X = (X1, X2, . . .) is an exchangeable sequence in DE [0,∞), then
Z is continuous if and only if for i 
= j , with probability one Xi and X j have no
simultaneous discontinuity.

Proof Necessity is immediate. Suppose, with probability one, Xi and X j have no
simultaneous discontinuity. For T, η > 0, let

τ = T ∧ inf{t : ρp(Z(t), Z(t−)) ≥ η}.

As in the proof of Lemma 4.4,

ρp(Z(τ − v), Z(τ ))2 ≤ γ (ε, τ − v, τ )2 + 2ε + ε,
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where we simplify notation by assuming that Z(s) = Z(0) for s < 0 and similarly
for other processes. Then, by the exchangeability,

γ (ε, τ − v, τ )2

= lim
m→∞

1

m

m∑

i=1

1{r(X2i (τ−v),X2i (τ ))≥ε}
1

m

m∑

i=1

1{r(X2i+1(τ−v),X2i+1(τ ))≥ε},

so, taking expectations and interchanging limits and expectations,

P{r(X1(τ − v), X1(τ )) ≥ ε, r(X2((τ − v)), X2(τ )) ≥ ε}
≥ E[γ (ε, τ − v, τ )2].

It follows that

η2 P{τ < T } ≤ lim
v→0

E[γ (ε, τ − v, τ )2] + 2ε + ε2

≤ lim
v→0

P{r(X1(τ − v), X1(τ )) ≥ ε, r(X2((τ − v)), X2(τ )) ≥ ε}
+ 2ε + ε2

= 2ε + ε2,

where the last equality follows by the assumption that X1 and X2 have no simultaneous
discontinuities. Since ε is arbitrary, the lemma follows. ��

4.2 Conditions for noncollision of particles

The proof of the independence of the driving noises in the limiting particle model in
Sect. 3 depends on showing that two particles cannot collide. If we let Y denote the
difference of the two particle locations, then what we need to show is that Y does not
hit zero. In general, Y can be written as

Y (t) = Y (0)+ M(t)+
t∫

0

B(s)ds, (4.1)

where M is a d-dimensional, continuous martingale with tensor quadratic variation of
the form

[M]t ≡ (([Mi ,M j ]t )) =
t∫

0

A(s)ds, (4.2)
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where under the nondegeneracy condition, Condition 2.3,

inf
t≤T

inf
z∈Rd ,z 
=0

zT A(t)z

|z|2 > 0. (4.3)

The proofs of the following lemmas are similar to the proofs for diffusion processes
in Chapter 11 of Friedman [11].

Lemma 4.7 Let d ≥ 3. Suppose that Y satisfies (4.1) with M and A satisfying (4.2)
and (4.3). Assume that A and B are cadlag and that |Y (0)| > 0. For δ > 0, let
τδ = inf{t > 0 : |Y (t)| ≤ δ}. Then limδ→0 τδ = ∞ a.s.

Proof By a truncation argument, it is enough to prove the lemma under the assumption
that there exist a constant c > 0 such that |A| + |B| ≤ c. If this inequality does
not hold, let W̃ be a standard Brownian motion independent of M and B. Define
ζc = inf{t : sups≤t (|A(s)| + |B(s)|) ≥ c}. Set Bc(t) = 1[0,ζc)(t)B(t),

Mc(t) = M(t ∧ ζc)+ W̃ (t ∨ ζc)− W̃ (ζc),

and

Yc(t) = Y (0)+ Mc(t)+
t∫

0

Bc(s)ds. (4.4)

Then Y (t) = Yc(t) for t ≤ ζc and [Mc]t = ∫ t
0 Ac(s)ds, where

Ac(t) = 1[0,ζc)(t)A(t)+ 1[ζc,∞)(t)I.

Note that |Ac(t)| + |Bc(t)| ≤ c ∨ 1. Since limc→∞ ζc = ∞ a.s., if the conclusion of
the lemma holds for Yc for each c > 1, then it holds for Y .

Let σ(t) be the symmetric, positive definite square root of A(t). Then σ(t) is
nonsingular, and σ−1(t)A(t)σ−1(t) = I . For a matrix C , let λmax(C) denote the
largest eigenvalue of C . Recursively, define β0 = 0 and

βk+1 = inf
{

t>βk : tr
(
σ−1(βk)A(t)σ

−1(βk)
)
≤2.5λmax

(
σ−1(βk)A(t)σ

−1(βk)
)
)
}
.

Note that for t = βk , tr
(
σ−1(βk)A(t)σ−1(βk)

) = d and

zT σ−1(βk)A(t)σ−1(βk)z

|z|2 ≤ λmax

(
σ−1(βk)A(t)σ

−1(βk)
)

= 1,

so that βk+1 > βk , and the assumption that A is cadlag ensures that limk→∞ βk = ∞.
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Let T > 0. Proceeding inductively, suppose that τ0 ≡ limδ→0 τδ > βk ∧ T a.s.,
which is certainly true for k = 0. For t ≥ βk ∧ T , let

Zk(t) = σ−1(βk ∧ T )Y (t).

Then for βk ∧ T ≤ t < τ0 ∧ βk+1 ∧ T , Itô’s formula implies

− log |Zk(t)| = − log |Zk(βk ∧ T )| −
t∫

βk∧T

|Zk(s)|−2 Zk(s)
T σ−1(βk ∧ T )d M(s)

−
t∫

βk∧T

|Zk(s)|−2 Zk(s)
T σ−1(βk ∧ t)B(s)ds

+ 1

2

t∫

βk∧T

|Zk(s)|−2
(

2Zk(s)T σ−1(βk ∧ T )A(s)σ−1(βk ∧ T )Zk(s)

|Zk(s)|2

−tr(σ−1(βk ∧ T )A(s)σ−1(βk ∧ T ))
)

ds

≤ − log |Zk(βk ∧ T )| −
t∫

βk∧T

|Zk(s)|−2 Zk(s)
T σ−1(βk ∧ T )d M(s)

−
t∫

βk∧T

|Zk(s)|−2 Zk(s)
T σ−1(βk ∧ t)B(s)ds

−1

4

t∫

βk∧T

|Zk(s)|−2λmax(σ
−1(βk ∧ T )A(s)σ−1(βk ∧ T ))ds

≤ − log |Zk(βk ∧ T | −
t∫

βk∧T

|Zk(s)|−2 Zk(s)
T σ−1(βk ∧ T )d M(s)

+
t∫

βk∧T

(b|Zk(s)|−1 − a|Zk(s)|−2)ds,

where b = supu,v |σ−1(u)||B(v)| < ∞ and a = 1
4 infu,v λmax(σ

−1(u)A(v)σ−1(u) >

0. Since supz>0(bz−1 − az−2) = b2

4a ,

lim sup
δ→0

E[− log |Zk(βk+1 ∧ T ∧ τδ)|] ≤ E[− log |Zk(βk ∧ T |] + b2T

4a
,
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and hence limδ→0 τδ > βk+1 ∧ T a.s. Since T and k are arbitrary, limδ→0 τδ = ∞
a.s. ��

Note that we used the assumption that d ≥ 3 in the previous lemma to ensure that
βk+1 > βk and βk → ∞. Similar results in the case d = 2 require some regularity in
A or equivalently σ−1.

We define W (t) = ∫ t
0 σ

−1(s)d M(s), and note that W is a two-dimensional, stan-
dard Brownian motion.

Lemma 4.8 Let d = 2. Suppose that Y satisfies (4.1) with M and A satisfying (4.2)
and (4.3). Suppose that γ (t) ≡ σ−1(t) satisfies

γ (t) = γ (0)+
t∫

0

Γ1(s)dW1(s)+
t∫

0

Γ2(s)dW2(s)+
t∫

0

C(s)ds, (4.5)

where Γ1, Γ2,C are progressive, 2 × 2-matrix-valued processes, satisfying

sup
s≤t
(|Γ1(s)| + |Γ2(s)| + |C(s)|) < ∞ a.s.

for each t > 0. Assume that |Y (0)| > 0. For δ > 0, let τδ = inf{t > 0 : |Y (t)| ≤ δ}.
Then limδ→0 τδ = ∞ a.s.

Proof As in the proof of Lemma 4.7, we can assume that |A(t)|, |B(t)|, |C(t)|, |Γ1(t)|,
and |Γ2(t)| are all bounded by a constant c. Define Z(t) = γ (t)Y (t). Then setting
σ(t) = (σ1(t), σ2(t)) and

R(t) = (Γ1(s)Y (s), Γ2(s)Y (s)), Q(t) = Γ1(t)σ1(t)+ Γ2(s)σ2(t),

Z(t) = Z(0)+
t∫

0

γ (s)dY (s)+
t∫

0

dγ (s)Y (s)+
( [γ11,Y1]t + [γ12,Y2]t

[γ21,Y1]t + [γ22,Y2]t

)

= Z(0)+W (t)+
t∫

0

γ (s)B(s)ds +
t∫

0

R(s)dW (s)+
t∫

0

C(s)Y (s)ds +
t∫

0

Q(s)ds.

As in [11, p. 253], let ϕ(r) satisfy ϕ′(r) = −r−1erθ /θ for some 0 < θ < 1. Then

ϕ(|Z(t)|) = ϕ(|Z(0)|)−
t∫

0

|Z(s)|−2eθ
−1|Z(s)|θ Z(s)T (I + R(s))dW (s)

−
t∫

0

|Z(s)|−2eθ
−1|Z(s)|θ Z(s)T (γ (s)B(s)+ C(s)Y (s)+ Q(s))ds
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−
t∫

0

1

2
|Z(s)|−2eθ

−1|Z(s)|θ(tr(I + R(s))(I + R(s)T )

−(2−|Z(s)|θ )|Z(s)|−2 Z(s)T (I +R(s))(I +R(s)T ))Z(s)
)

ds)

= ϕ(|Z(0)|)−
t∫

0

|Z(s)|−2eθ
−1|Z(s)|θ Z(s)T (I + R(s))dW (s)

−
t∫

0

|Z(s)|−2eθ
−1|Z(s)|θ Z(s)T (γ (s)B(s)+ C(s)Y (s)+ Q(s))ds

−
t∫

0

1

2
|Z(s)|−2eθ

−1|Z(s)|θ(tr(R(s)+ R(s)T + R(s)R(s)T )

−2|Z(s)|−2 Z(s)T (R(s)+ R(s)T + R(s)R(s)T )Z(s)

+|Z(s)|θ |Z(s)|−2 Z(s)T (I + R(s))(I + R(s)T ))Z(s)
)

ds

≤ ϕ(|Z(0)|)−
t∫

0

|Z(s)|−2eθ
−1|Z(s)|θ Z(s)T (I + R(s))dW (s)

+
t∫

0

eθ
−1|Z(s)|θ (c0 + c1|Z(s)|−1 − c2|Z(s)|−(2−θ))ds,

and hence, setting βa = inf{t : |Z(t)| ≥ a}, there exists a constant α(a, c0, c1, c2, θ)

such that

E[ϕ(|Z(τδ ∧ βa ∧ T )|)] ≤ E[ϕ(|Z(0)|)] + α(a, c0, c1, c2, θ)T .

It follows that limδ→0 τδ > βa ∧ T a.s. for all a and T , and the lemma follows. ��

4.3 Comments on previous work

Vaillancourt [31] considers SODEs for the displacement of r i of the following type6:

dri
N = F(r i

N (t), X N (t), t)dt +
N∑

n=1

σn(r
i
N (t), N , X N (t), t)dβn(t) (4.6)

r i (s) = qi , i = 1, . . . , N , X N (t) :=
N∑

i=1

1

N
δr i

N (t)
,

6 For SODEs with coefficients F and σi j , independent of the empirical distribution and driven by finitely
many Brownian motions. See, for example, [13] as well as [17].
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where σn(r, µ, t) are “nice” Md×d valued functions. Adjusting the notation used in
(1.7) to the setting of (4.6), the two-particle diffusion matrix is given by

D̃
(

r i , r j , N , µ, t
)
:=

N∑

n=1

σn

(
r i , N , µ, t

)
σ T

n (r
j , N , µ, t) ∀ i, j =1, ..., N . (4.7)

As in (1.4), the quadratic variations does not converge to zero, and accordingly,
the limit N → ∞ leads to the solution of a quasilinear SPDE. The main difference
from the model (1.1)–(1.5) is that in Vaillancourt’s case the noise is changing with
the number of particles. Hence, there is not a unique SPDE for all N , and an SPDE is
only obtained for the limiting process as N → ∞. See also [5].

Remark 4.9 The empirical process for independent branching Brownian motions is
approximated by the measure valued Dawson-Watanabe process under suitable
assumptions on the branching rate. This process can be represented as the solution
of a “formal” SPDE in the space of measures [6]. Dawson’s work initiated the new
research area of superprocesses (see, for example, [7]). In dimension d = 1 the formal
SPDE for the Dawson-Watanabe process becomes a solvable SPDE for the density
of the measure process. (See [18].) The models considered by Vaillancourt [31] and
Kotelenez [19] were motivated by Dawson’s work and ideas. Assuming spatial corre-
lations for a different “physical” model, well-posed SPDEs for particle distributions
were obtained in any dimension in these papers.

Borkar [3] uses a Gaussian random field, called “Brownian medium”, as a driving
term for SODEs. The approach in [24] (and the references therein) is similar, but
it goes beyond Borkar’s work by considering flows of SODEs and bilinear SPDEs
generated by those flows.

4.4 Kunita’s random field

Kunita [24, Section 4.2], considers stochastic differential equations driven by a Rk-
valued, Gaussian, space-time random field S(r, t) that Kunita refers to as a C-valued
Brownian motion. S has mean and covariance of the form

E[S(r, t)]=
t∫

0

b(r, u)du, Cov
(

S
(

r1, t
)
, S
(

r2, s
))

=
t∧s∫

0

a
(

r1, r2, u
)

du. (4.8)

Under appropriate regularity assumptions, Kunita analyzes stochastic equations of the
form

ψs,t (z) = z +
t∫

s

S(ψs,u(z), du), (4.9)
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where the integral is defined by

t∫

s

S(ψs,u(z), du)= lim
max |ui+1−ui |→0

∑
(S(ψs,ui (z), ui+1)−S(ψs,ui (z), ui )),

(4.10)

for s = u0 < · · · < um = t . For example, if

S(r, t) =
t∫

0

b(r, u)du +
N∑

n=1

t∫

0

σn(r, u)dβn(u),

for independent, standard Brownian motions βn , then

a
(

r1, r2, u
)

=
N∑

n=1

σn

(
r1, u

)
σ T

n

(
r2, u

)

and (4.9) becomes the Itô equation

ψs,t (z) = z +
t∫

s

b(ψs,u(z), u)du +
N∑

n=1

t∫

s

σn(ψs,u(z), u)dβn(u).

Similarly, if

S(r, t) :=
t∫

0

F(r, u)du +
t∫

0

∫

J (r, q, u)w(dq, du), (4.11)

then

b(r, u) = F(r, u), a
(

r1, r2, u
)

=
∫

J
(

r1, q, u
)

J T (r2, q, u)dq, (4.12)

and (4.9) becomes

ψs,t (z) = z +
t∫

s

F(ψs,u(z), u)du +
t∫

s

∫

J (ψs,u(z), q, u)w(dq, du). (4.13)

Assuming existence and uniqueness for all s and z, Kunita calls the solution of
(4.9) a forward Brownian flow. Suitable Lipschitz and linear growth assumptions
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ensure the desired existence and uniqueness. 7 Following Kunita’s notation and termi-
nology, define the Lipschitz norms of the infinitesimal mean b(r, t) and infinitesimal
covariance a(r1, r2, t):

‖b(t)‖0,1 := sup
r 
=q

|b(r1, t)− b(r2, t)|
|r1 − r2|

(4.14)

‖a(t)‖0,1 := sup
r1 
=r2 ,̃r1 
=r̃2

|a(r1, r̃1, t)− a(r2, r̃1, t)− a(r1, r̃2, t)+ a(r2, r̃2.t)|
|r1 − r2||̃r1 − r̃2| .

Under the additional assumptions

|b(r, t)| ≤ c(1 + |r |), ‖a(r1, r2, t)‖ ≤ c(1 + |r1|)(1 + |r2|) (linear growth) ,

sup
t≥0

[‖b(t)‖0,1 + ‖a(t)‖0,1 ≤ c (globally Lipschitz ) ,

(4.15)

Kunita (loc. cit. Section 4.2, Theorem 4.2.5) constructs the forward Brownian flow
ψs,t (z) as the unique solution of the stochastic ordinary differential equation (4.9).

The linear growth condition, Condition 2.2, is similar to Kunita’s Condition (4.14),
except that we do not assume the coefficient to be continuous in t . Since we solve
our SODEs on a finite time interval, our assumption of uniform boundedness in t
is the same as in Kunita’s Theorem 4.2.5, and it can easily be removed by working
with localizing stopping times. Further, let us comment on the Lipschitz assumption
in Kunita. Since this is an assumption on the components of the matrices involved we
may without loss of generality assume that the coefficients are real valued. Condition
2.1 (for the Euclidean norm, uniformly in t) then implies, in the notation of Kunita,
that

|a
(

r1, r1, t
)

+ a
(

r2, r2, t
)

− 2a
(

r1, r2, t
)

| ≤ c|r1 − r2|2, (4.16)

which is apparently weaker than Kunita’s continuity and Lipschitz assumption (4.15)
on a(r1, r2, t).

It remains to show that Kunita’s C-valued Brownian motion S(r, t) can be repre-
sented as in (4.11). Since a Gaussian random field (random function) is uniquely
determined by its mean and covariance, we have just to show that the class of infini-
tesimal means and covariances from (4.12) contains those considered by Kunita.

The case for the mean is trivial. Therefore, we will without loss of generality
assume that b = 0. Fix t , and first consider the case of real-valued random fields. Set
B := C(Rd; R) and endow B with the topology of uniform convergence on bounded

7 Note that in Borkar’s and Kunita’s approaches the coefficients of the SODEs do not depend on the
(empirical) distribution of the particles. Hence, their work represents a new approach to classical SODEs
using a different and a more general Brownian noise. (See [22] and Proposition 4.10.)
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sets. Let B be the Borel σ -algebra on B. Given a(r, q, t) from (4.8), Kolmogorov’s
theorem implies the existence of a Gaussian random field with covariance a(r, q, t).
(See [13, Chapter 3.1]) A multiparameter version of Kolmogorov’s regularity theorem
implies the existence of a regular version with sample paths in C(Rd+1; R). (See [24,
Section 1.4], [16], and [28, Section 15], for general regularity results.) Hence, for
fixed t , the Gaussian measure µ on the space of functions from Rd with values in
R is supported by B, endowed with B. (It is actually supported by an even smaller
space of more regular functions. Recall the classical Wiener space and the regularity
of the standard Brownian motion expressed by Levy’s modulus of continuity.) Thus,
we have the existence of a (continuous) Gaussian random field ξ(r, t) such that

a
(

r1, r2, t
)

= E
(
ξ
(

r1, t
)
ξ
(

r2, t
))

=
∫

B

ζ
(

r1
)
ζ
(

r2
)
µ(dζ ). (4.17)

Note that B is a Polish space. Hence, any measure on (B,B) is a Radon mea-
sure. (See [4, Ch. IX, Section 3.3]). Therefore, by Corollary 3.2.7 in Ch. 3.2 of [2],
L2(B,B, dµ) is separable. Denoting Lebesgue measure by dp, the separability of
L2(B,B, dµ) implies that

L2(B,B, dµ) ∼= L2(Rd ,Bd , dp) (isometrically isomorphic) . (4.18)

Note that for the special case of a separable Banach space B, the separability of
L2(B,B, dµ) follows from the Itô-Wiener chaos decomposition by construction of
a countable complete orthonormal system of eigenfunctions for L2(BN ,BN , duN ).
(See [35], Section 1.2, or [13], Ch. VIII.) The relation (4.18) immediately generalizes
to Rd -valued Gaussian random fields. Thus, there are Borel measurable, Rd -valued
functions J (r, q, t), whose one-dimensional components are square integrable in q
and continuous in (r, t) such that8

∀t, r1, r2 a
(

r1, r2, t
)

= E
(
ξ
(

r1, t
)
ξT
(

r2, t
))

=
∫

Rd

J
(

r1, q, t
)

J T
(

r2, q, t
)

dq.

(4.19)

Since the distribution of Gaussian fields are uniquely determined by their mean and
their covariance operator we have the following proposition.

Proposition 4.10 S satisfying (4.8) can be represented as

S(r, t) =
t∫

0

F(r, u)du +
∫

Rd

J (r, q, u)w(dq, du). (4.20)

8 Equation (4.19) was conjectured by Dorogovtsev (2004, private communication).
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Hence, (4.20) allows us to represent Kunita’s Gaussian random fields directly as
the sum of a deterministic integral and a stochastic integral, where the latter is driven
by a standard Gaussian space-time white noise, as in our set-up of Section 1. Recalling
Kunita’s stronger regularity assumptions (4.15) on the mean and covariance, it follows
that the Gaussian random fields which drive the stochastic differential equations of
Kunita [24] are essentially a special case of the fields given in (4.11).

Remark 4.11 For Gaussian random fields with covariance as in the right side of (4.19),
Gı̄hman and Skorohod [13, Chapter 4.5, Theorem 1] gives the representation (4.20).

Acknowledgments The final presentation of the paper has profited from careful refereeing.
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