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#### Abstract

This paper provides a new path method that can be used to determine when an ergodic continuous-time Markov chain on $\mathbb{Z}^{d}$ converges exponentially fast to its stationary distribution in $L^{2}$. Specifically, we provide general conditions that guarantee the positivity of the spectral gap. Importantly, our results do not require the assumption of time-reversibility of the Markov model. We then apply our new method to the well-studied class of stochastically modeled reaction networks. Notably, we show that each complex-balanced model that is also "open" has a positive spectral gap, and is therefore exponentially ergodic. We further illustrate how our results can be applied for models that are not necessarily complex-balanced. Moreover, we provide an example of a detailed-balanced (in the sense of reaction network theory), and hence complex-balanced, stochastic reaction network that is not exponentially ergodic. We believe this to be the first such example in the literature.
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## 1 Introduction

Consider an ergodic continuous-time Markov chain $X=(X(t))_{t \geq 0}$ with a discrete countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and a unique stationary distribution $\pi$. For such a process, a natural question is: what is the rate of convergence of the distribution of the process to $\pi$ ?

Let $\pi(f)=\sum_{x \in \mathbb{S}} f(x) \pi(x)$ be the expectation of a function $f$ on $\mathbb{S}$ with respect to $\pi$, and let $\|f\|_{L^{2}(\pi)}=\left(\pi\left(f^{2}\right)\right)^{1 / 2}$ be the $L^{2}$-norm. Denote by $P_{t}$ the Markov semigroup for $X$. That is, for $f \in L^{2}(\pi), P_{t} f$ is the function on $\mathbb{S}$ whose $x$ th element is $P_{t} f(x)=\mathbb{E}_{x}[f(X(t)]$. Then we say that the distribution converges exponentially fast in $L^{2}$ if there is a constant $C>0$ so that for each compactly supported function $f$ (or, equivalently, for each $f \in L^{2}(\pi)$ ) we have

$$
\begin{equation*}
\left\|P_{t} f-\pi(f)\right\|_{L^{2}(\pi)} \leq\|f-\pi(f)\|_{L^{2}(\pi)} e^{-C t}, \text { for all } t \geq 0 \tag{1}
\end{equation*}
$$

Of course, we can also have convergence in other norms. For example, we have exponential convergence in the total variation norm if there is an $\eta>0$ such that for all $x \in \mathbb{S}$ we have

$$
\begin{equation*}
\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{\mathrm{TV}} \leq B(x) e^{-\eta t}, \quad \text { for all } t \geq 0 \tag{2}
\end{equation*}
$$

for some function $B(x): \mathbb{S} \rightarrow \mathbb{R}_{\geq 0}$ [25], where $P^{t}(x, \cdot)$ is the probability distribution of the process at time $t$ with initial condition $x$ and where the total variation distance between two probability measures on a measurable space $(\Omega, \mathcal{F})$ is defined as $\|\mu-\nu\|_{\mathrm{TV}}:=\sup _{A \in \mathcal{F}}|\mu(A)-\nu(A)|$. In our case of a discrete state space, $\|\mu-\nu\|_{\mathrm{TV}}=\frac{1}{2} \sum_{x \in \mathbb{S}}|\mu(x)-\nu(x)|$, and so is an $L^{1}$ norm [36]. Hence, $L^{2}$ exponential convergence immediately implies exponential convergence in total variation via the Cauchy-Schwartz inequality.

A natural, and related, way to quantify the convergence of the distribution is via the mixing time of the process. Let $\varepsilon \in\left(0, \frac{1}{2}\right)$. The mixing time with distance $\varepsilon$ for the process with initial condition $x \in \mathbb{S}$ is

$$
\begin{equation*}
\tau_{x}^{\varepsilon}:=\inf _{t \geq 0}\left\{\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{\mathrm{TV}} \leq \varepsilon\right\} . \tag{3}
\end{equation*}
$$

See [36] for a pedagogical introduction to mixing times. Hence, when (2) holds, an upper bound for the mixing time follows since $\tau_{x}^{\varepsilon} \leq \frac{1}{\eta}\left[\ln \left(B(x)+\ln \left(\varepsilon^{-1}\right)\right]=O(\ln (B(x)))\right.$.

For continuous-time Markov chains on a countable state space, common methods to demonstrate exponential ergodicity include (i) the use of Foster-Lyapunov functions [12, 15, 16, 25] and (ii) analysis of the spectral gap of the model [16,36,37,45]. We take the second approach and in the first part of this paper we provide new sufficient conditions, in the form of a new path method, that imply that the spectral gap is positive (and, in particular, that the Poincaré inequality holds) which in turn implies that (1) holds. This, in turn, implies the mixing time is of order $-\log (\pi(x))$, when $X(0)=x$. These results are located in Theorem 2.5 and Corollaries 2.6 and 2.8. Very loosely, our results apply to models whose stationary distributions have tails that decrease quickly (faster than exponential, such as the Poisson distribution, among others) and that allow for transitions of the form $\pm e_{i}$, where $\left\{e_{i}\right\}$ is the canonical basis for $\mathbb{Z}^{d}$ (there are more technical assumptions related to lower bounds for the rates of these transitions). Importantly, we do not assume that the models are time-reversible. That is, we need not have that the stationary distribution $\pi$ satisfies $\pi(x) q(x, z)=\pi(z) q(z, x)$ for all states $x, z$, with $q(\cdot, \cdot)$ denoting the transition rates. In fact, we


Figure 1: Network for the EnvZ-OmpR signaling system in E. coli.
even allow our models to be irreversible in that a positive rate of transition from state $x$ to state $z$ need not imply there is a positive rate of transition from state $z$ to state $x$.

To illustrate the new path method, we present three key examples. First, in Example 2.1, a simple birth-death model is provided in order to motivate our new approach. In Example 2.3, we present a Markov system where the well-known "canonical path method" falls short, while our method establishes exponential ergodicity. Finally, in Example 2.4, we demonstrate the necessity of the assumption pertaining to transitions of the form $\pm e_{i}$ for the class of models we are interested in (stochastic reaction networks).

In the second part of this paper, we apply our method to the class of models that motivated this work: stochastic reaction networks. Stochastic reaction networks are used ubiquitously in the biology literature to model biological interaction systems (which include intracellular processes, viral infections, signaling systems, etc.). Reaction networks are often depicted via a reaction graph, which is a graphical representation of the interactions between the constituent "species" of the model. See Figure 1 for a network describing the intracellular interactions of the EnvZ/OmpR signal transduction system in E. coli $[10,43]$. The constituent "species" are written in black, and the reactions are the transitions implied by the directed graph. For example, the reaction $X_{P}+Y \rightarrow X_{p} Y$ uses one $X_{P}$ molecule and one $Y$ molecule to generate one $X_{p} Y$ molecule. The rate constants, such as $k_{1}$, are written next to the arrows. The standard stochastic model then treats the system as a continuous-time Markov chain on $\mathbb{Z}_{\geq 0}^{d}$, with $X_{i}(t)$ giving the count of species $i$ at time $t$. Transitions for the model are then implied by the reactions. The standard intensity functions for the transitions (called mass-action kinetics) are polynomial in form. These models will be introduced in Section 3.

Often, the goal of the mathematical theory for reaction networks is to relate topological conditions of the underlying reaction network (which are easy to check) to the qualitative behavior of the associated dynamical system (which is typically difficult to quantify). In previous research pertaining to the discrete stochastic models, classes of reaction networks characterized by graph topological conditions have been identified for which key long-term behaviors are guaranteed, independent of system parameters. These behaviors include non-explosion [6], positive recurrence [4, 5, 9, 11], and large deviation principles $[1,2,5]$. However, finding structural classifications for exponential ergodicity has not been widely studied. The exception is [12], which used Foster-Lyapunov functions to prove exponential ergodicity for a class of stochastic reaction networks. Therefore, the second goal of this paper is to continue to fill this gap in our understanding. Specifically, we utilize our methods via Theorem 2.5 and its corollaries to prove exponential ergodicity in $L^{2}$ for a subclass of stochastic reaction networks that are "open," meaning that each species can enter and
leave the system. Notably, our results apply (but are not limited to) complex-balanced models. In particular, we are able to state the following result:

An open and complex-balanced stochastic reaction network is $L^{2}$-exponentially ergodic.
A precise statement is given in Corollary 3.3, and a more general formulation is given in Corollary 3.5. The "complex-balanced" condition of reaction network theory is a balance condition similar to the "traffic conditions" found in probability theory [35]; the concept in the setting of reaction network theory was introduced in the seminal papers [27,32,33] and has been an object of study ever since (for example, see [3, 9, 21, 23]).

Finally, in Example 2.4 we provide an example of a detailed-balanced, and hence complexbalanced, reaction network (which is time-reversible in the sense of Markov chains) that is not exponentially ergodic. We believe this to be the first such model analyzed in the literature.

The remainder of the paper is outlined as follows. In Section 2, we introduce our main technical theorem and its corollaries along with the needed background pertaining to analysis of the spectral gap. In Section 3, we formally introduce stochastic reaction networks and then provide our main results pertaining to this class of models (which motivated the present work). We anticipate interest from a broad range of researchers, including those from the biosciences, and so add necessary technical background material in the appendix. We also relegate certain proofs from Section 2 to the appendices.

## 2 Main analytical results

In Section 2.1, we provide a detailed overview of how to apply the analytical methods relating the Poincaré inequality to $L^{2}$ exponential convergence in the current context (continuous-time Markov chain on a discrete state space, with time-reversibility not assumed). Importantly, in our Assumption 2.1 we will carefully specify the regularity conditions needed on the Markov model that guarantee the objects under consideration are well-defined and allow the analytical methods to go through. While much of this material is, to a greater or lesser extent, known, see for example [17,22, 37, 41, 45], all the references we are aware of on the subject make assumptions that we do not, with the most notable being the common assumption that the Markov process is time-reversible. We therefore provide our own proofs for the preliminary results. We note that our proofs for the preliminary results are somewhat similar to those found in the concise lecture notes by Ramon van Handel [45]. However, in our opinion there are important technical differences, especially related to when certain limits and sums can be exchanged. Still, in the interest of readability we have placed many of the proofs from this section in the appendices.

Next, in Section 2.2, we provide the statement and proof of our first main result, which provides sufficient conditions for $L^{2}$ exponential ergodicity of continuous-time Markov chains on $\mathbb{Z}^{d}$. In Section 2.3, we provide corollaries that are easier to apply for continuous-time Markov chains on $\mathbb{Z}_{\geq 0}^{d}$. Finally, in Section 2.4, we provide two important examples. In the first example, we demonstrates why new theory was needed by showing that the canonical path method stands silent on certain models of interest, while our new theory is strong enough to prove exponential ergodicity. In the second example, we demonstrate the necessity of one of our main structural/analytic assumptions found in the corollaries: that transitions of the form $\pm e_{i}$ have rates that are lower bounded (together with other technical assumptions). Moreover, we believe that this is the first example in the literature of a complex-balanced (and detailed-balanced) stochastic reaction network
that is shown to be not exponentially ergodic in $L^{2}$.

### 2.1 Models and methods

### 2.1.1 The basic model

We assume basic knowledge of the theory of continuous-time Markov chains, as can be found, for example, in [40]. For some positive integer $d$, we let $X$ be a continuous-time Markov chain with a countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and stationary distribution $\pi$. For $x, z \in \mathbb{S}$ with $x \neq z$, we denote by $q(x, z)$ the transition rate from state $x$ to $z$; that is,

$$
\begin{equation*}
\mathbb{P}(X(t+\Delta t)=z \mid X(t)=x)=q(x, z) \Delta t+o(\Delta t), \quad \text { as } \quad \Delta t \rightarrow 0 \tag{4}
\end{equation*}
$$

We will denote $q_{x}=\sum_{z \in \mathbb{S} \backslash\{x\}} q(x, z)$ and $q(x, x)=-q_{x}$. We will not assume that $X$ is timereversible. That is, we allow the situation $\pi(x) q(x, z) \neq \pi(z) q(z, x)$ for some $x, z \in \mathbb{S}$. In fact, we even allow for the state space to be irreversible, that is, $q(x, z)>0$ and $q(z, x)=0$ for some $x, z \in \mathbb{S}$.

We will assume throughout that our collection of rates, $\{q(x, z)\}$, satisfies the following regularity assumption.

Assumption 2.1. The collection of rates $\{q(x, z)\}$ satisfies the following four conditions.
(i) For $x, z \in \mathbb{S}$, with $x \neq z$, we have $0 \leq q(x, z)<\infty$.
(ii) For each $x \in \mathbb{S}$, we have $q_{x}=\sum_{z \in \mathbb{S} \backslash\{x\}} q(x, z)<\infty$.
(iii) For each $z \in \mathbb{S}$, we have $\sup _{x \in \mathbb{S} \backslash\{z\}} q(x, z)<\infty$.
(iv) $X$ is an irreducible and non-explosive continuous-time Markov chain on a countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$, with unique stationary distribution $\pi$.

The first condition is standard and states that all rates are non-negative and bounded. The second condition guarantees that the holding time in each state is positive with probability one (no instantaneous states). The third condition is more technical in nature, but is required, for example, in the proof of Lemma 2.1. Finally, the last condition guarantees that the distribution of the process $X$ is uniquely determined by the transition rates $\{q(x, z)\}$, and that the distribution of $X(t)$ converges to $\pi$, as $t$ goes to infinity. The most common way to ensure that condition (iv) holds is to assume that $\sum_{x} \pi(x) q_{x}<\infty$ [7]. Assumption 2.1 ensures that the Kolmogorov forward equations

$$
\begin{equation*}
\frac{d P_{x}(X(t)=y)}{d t}=\left(\sum_{z \in \mathbb{S} \backslash\{y\}} q(z, y) P_{x}(X(t)=z)\right)-q_{y} P_{x}(X(t)=y) \tag{5}
\end{equation*}
$$

hold for all $x, y \in \mathbb{S}$ and $t \in[0, \infty)$, where $P_{x}(\cdot):=P(\cdot \mid X(0)=x)$ (see the appendix in [7]). As a consequence, we have that $\pi$ satisfies

$$
\begin{equation*}
\pi(y) \sum_{z \in \mathbb{S} \backslash\{y\}} q(y, z)=\sum_{z \in \mathbb{S} \backslash\{y\}} \pi(z) q(z, y) . \tag{6}
\end{equation*}
$$

Denote by $\mathcal{A}$ and $\operatorname{Dom}(\mathcal{A})$ the infinitesimal generator of $X$ and its domain in $L^{2}(\pi)$, respectively (see [26, (Chapter 1)] for relevant definitions). Then for $f \in \operatorname{Dom}(\mathcal{A})$,

$$
\begin{equation*}
\mathcal{A} f(x)=\sum_{z \in \mathbb{S} \backslash\{x\}}(f(z)-f(x)) q(x, z) . \tag{7}
\end{equation*}
$$

Let $\mathcal{B}_{c}$ be the collection of compactly supported functions on $\mathbb{S}$. The following technical lemma demonstrates the usefulness of Assumption 2.1. For completeness, we placed the proof in Appendix B.

Lemma 2.1. Let $X$ be a continuous-time Markov chain on $\mathbb{S} \subset \mathbb{Z}^{d}$ with transition rates $\{q(x, z)\}$ that satisfy Assumption 2.1. Then, $\mathcal{B}_{c} \subset \operatorname{Dom}(\mathcal{A})$ and

$$
\begin{equation*}
\|\mathcal{A} f\|_{\infty}<\infty \quad \text { for } f \in \mathcal{B}_{c} \tag{8}
\end{equation*}
$$

Remark 2.1. The proof of Lemma 2.1 still holds if we only assume points (i)-(iii) in Assumption 2.1, provided that we consider $X$ to be the minimal process, i.e. the process that is absorbed in a cemetery state $\infty$ after a potential explosion. In this case, [7, Theorem 4] can still be applied and the result be derived.

### 2.1.2 Methods: Poincaré inequalities and exponential $L^{2}$ convergence

We make precise some notation from the introduction and introduce some new ones. For the stationary distribution $\pi$ let

$$
\langle f, g\rangle_{L^{2}(\pi)}:=\sum_{x \in \mathbb{S}} f(x) g(x) \pi(x)
$$

be the inner product of the $L^{2}$-space $L^{2}(\pi)$. We let $\pi(f)=\sum_{x \in \mathbb{S}} f(x) \pi(x)$ be the expectation of $f,\|f\|_{L^{2}(\pi)}=\left(\pi\left(f^{2}\right)\right)^{1 / 2}$ the $L^{2}$-norm, and $\operatorname{Var}_{\pi}(f)=\pi\left(f^{2}\right)-(\pi(f))^{2}=\|f-\pi(f)\|_{L^{2}(\pi)}^{2}$ the variance, all with respect to $\pi$.

Denote by $P_{t}$ the Markov semigroup for the process $X$. Recall that if $f \in \operatorname{Dom}(\mathcal{A})$, then $P_{t} f \in \operatorname{Dom}(\mathcal{A})$ and, moreover, $\mathcal{A} P_{t} f=P_{t} \mathcal{A} f$ [26, Proposition 1.5].

For $f \in L^{2}(\pi)$ and $g \in \operatorname{Dom}(\mathcal{A})$, we define

$$
\begin{equation*}
\mathcal{E}(f, g):=-\langle f, \mathcal{A} g\rangle_{L^{2}(\pi)}=-\sum_{x, z \in \mathbb{S}} f(x)(g(z)-g(x)) \pi(x) q(x, z) \tag{9}
\end{equation*}
$$

The bilinear operator $\mathcal{E}$ is referred to as the Dirichlet form of the process $X$ (see [38, Chapter 1]). Of particular interest will be $\mathcal{E}(f, f)$ for $f$ from a rich enough class of functions. A slightly different representation will be useful. So, for $f \in \operatorname{Dom}(\mathcal{A})$, let

$$
\begin{equation*}
\mathcal{E}^{*}(f):=\frac{1}{2} \sum_{x, z \in \mathbb{S}}(f(x)-f(z))^{2} \pi(x) q(x, z) \tag{10}
\end{equation*}
$$

The proof of the following lemma is found in Appendix C.
Lemma 2.2. Suppose that $X$ satisfies Assumption 2.1. For $f \in \operatorname{Dom}(\mathcal{A})$ with $\|f\|_{\infty}<\infty$, both the sum (9) for $\mathcal{E}(f, f)$ and the sum (10) for $\mathcal{E}^{*}(f)$ converge absolutely. Also, $\mathcal{E}(f, f)=\mathcal{E}^{*}(f)$.

With Lemma 2.2 in hand, we define the spectral gap as

$$
\begin{equation*}
\operatorname{gap}(\mathcal{E}):=\inf \left\{\frac{\mathcal{E}(f, f)}{\operatorname{Var}_{\pi}(f)}: f \in \operatorname{Dom}(\mathcal{A}),\|f\|_{\infty}<\infty, \operatorname{Var}_{\pi}(f) \neq 0\right\} \tag{11}
\end{equation*}
$$

Note that $\operatorname{gap}(\mathcal{E})>0$ if and only if there is a $C>0$ for which

$$
\begin{equation*}
\mathcal{E}(f, f) \geq C V a r_{\pi}(f) \tag{12}
\end{equation*}
$$

for all bounded $f \in \operatorname{Dom}(\mathcal{A})$. The inequality (12) is sometimes called the Poincaré inequality. In light of Lemma 2.2, we have the following alternative representation for $\operatorname{gap}(\mathcal{E})$,

$$
\begin{equation*}
\operatorname{gap}(\mathcal{E})=\inf \left\{\mathcal{E}^{*}(f): f \in \operatorname{Dom}(\mathcal{A}),\|f\|_{\infty}<\infty, \pi(f)=0, \pi\left(f^{2}\right)=1\right\} \tag{13}
\end{equation*}
$$

which will be useful to us throughout.
The following theorem is key to our analysis, and explains our interest in the spectral gap. In short, the result states that in our setting $\operatorname{gap}(\mathcal{E})>0$ implies exponential $L^{2}$ convergence of the distribution of $X(t)$ to $\pi$, as $t$ tends to infinity. As mentioned in the preamble to this section, the result is considered to be well-known. However, we were not able to find a version exactly fitting our needs. We also stress again that the unpublished lecture notes from Ramon van Handel has a proof that is very similar to ours (though there are important differences on the justification for passing certain limits through sums). In particular, see [45, Theorem 2.18 and Remark 2.19].

Theorem 2.3. Suppose Assumption 2.1 is satisfied. If the process $X$ is time-reversible, then the following statements are equivalent.
(i) $\operatorname{gap}(\mathcal{E}) \geq C$ for some $C \in(0, \infty)$.
(ii) For all $f \in \mathcal{B}_{c}$ and $t \geq 0$,

$$
\begin{equation*}
\left\|P_{t} f-\pi(f)\right\|_{L^{2}(\pi)} \leq e^{-2 C t}\|f-\pi(f)\|_{L^{2}(\pi)} \tag{14}
\end{equation*}
$$

(iii) For $f \in \mathcal{B}_{c}$ there is a constant $C_{f}$ so that for all $t \geq 0$,

$$
\begin{equation*}
\left\|P_{t} f-\pi(f)\right\|_{L^{2}(\pi)} \leq C_{f} e^{-2 C t} \tag{15}
\end{equation*}
$$

Moreover, if the process is not time-reversible, we have the implications $(i) \Longleftrightarrow($ ii $) \Longrightarrow$ (iii).
Proof. We do not assume that the process is time-reversible and begin by showing $(i) \Longrightarrow$ (ii).
Suppose $\operatorname{gap}(\mathcal{E}) \geq C$ for some $C \in(0, \infty)$. Let $f \in \mathcal{B}_{c}$ be arbitrary. We have $f \in \operatorname{Dom}(\mathcal{A})$ by Lemma 2.1. Because $f \in \operatorname{Dom}(\mathcal{A})$, [26, Proposition 1.5] implies that $P_{t} f \in \operatorname{Dom}(\mathcal{A})$ for all $t \geq 0$. Recalling that $P_{t} f(x)=\mathbb{E}_{x}[f(X(t))]$, we immediately have $\left\|P_{t} f\right\|_{\infty} \leq\|f\|_{\infty}<\infty$. Hence, we can consider $\mathcal{E}\left(P_{t} f, P_{t} f\right)$ and we note that by our assumption that $\operatorname{gap}(\mathcal{E}) \geq C$, we have that

$$
\begin{equation*}
\mathcal{E}\left(P_{t} f, P_{t} f\right) \geq C V a r_{\pi}\left(P_{t} f\right) \tag{16}
\end{equation*}
$$

for all $t \geq 0$.

Observe that $\pi\left(P_{t} f\right)=\pi(f)$ is constant in $t$. Hence,

$$
\begin{align*}
\frac{d}{d t} \operatorname{Var}_{\pi}\left(P_{t} f\right) & =\frac{d}{d t}\left\{\pi\left(\left(P_{t} f\right)^{2}\right)-\left[\pi\left(P_{t} f\right)\right]^{2}\right\}=\frac{d}{d t} \pi\left(\left(P_{t} f\right)^{2}\right) \\
& =\frac{d}{d t} \sum_{x \in \mathbb{S}} \pi(x)\left(P_{t} f(x)\right)^{2} \tag{17}
\end{align*}
$$

Next, and again by [26, Proposition 1.5], $\frac{d}{d t} P_{t} f=\mathcal{A} P_{t} f$. Hence, the series giving the term-wise derivatives of the final line above is

$$
\sum_{x \in \mathbb{S}} \pi(x) \frac{d}{d t}\left(P_{t} f(x)\right)^{2}=2 \sum_{x \in \mathbb{S}} \pi(x) P_{t} f(x) \mathcal{A} P_{t} f(x)=2\left\langle P_{t} f, \mathcal{A} P_{t} f\right\rangle_{L^{2}(\pi)}
$$

Because $f \in \mathcal{B}_{c}$, we know $\|f\|_{\infty}<\infty$. Hence, by Lemma A. 3 the sum above converges uniformly for $t \geq 0$. Thus, we may pass the derivative through the sum in (17) and conclude

$$
\begin{align*}
\frac{d}{d t} \operatorname{Var}_{\pi}\left(P_{t} f\right) & =2\left\langle P_{t} f, \mathcal{A} P_{t} f\right\rangle_{L^{2}(\pi)} \\
& =-2 \mathcal{E}\left(P_{t} f, P_{t} f\right)  \tag{18}\\
& \leq-2 C \operatorname{Var}\left(P_{t} f\right)
\end{align*}
$$

for $t \geq 0$, where the final inequality follows from (16). Hence for all $t \geq 0$, we have

$$
\operatorname{Var}_{\pi}\left(P_{t} f\right) \leq e^{-2 C t} \operatorname{Var}_{\pi}(f)
$$

which is exactly (14).
The proof that $(i i) \Longrightarrow(i)$ is now straightforward by using (18) (see [45, Proof of Proposition 2.18]). The fact that $(i i i) \Longrightarrow(i)$ (and (ii)) in the time-reversible setting follows from a convexity argument. See the proof of Theorem 2.18 in [45] for these details.

The next lemma formally connects the previous result to the convergence of the distribution in the total variation norm, and hence makes the connection to mixing times.
Lemma 2.4. Suppose $X$ is an irreducible and positive-recurrent continuous-time Markov chain with countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and stationary distribution $\pi$. Suppose that there is a $C>0$ for which

$$
\begin{equation*}
\left\|P_{t} f-\pi(f)\right\|_{L^{2}(\pi)} \leq e^{-C t}\|f-\pi(f)\|_{L^{2}(\pi)} \tag{19}
\end{equation*}
$$

for all $f \in \mathcal{B}_{c}$ and $t \geq 0$. Then

$$
\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{T V} \leq \frac{2}{\pi(x)} e^{-C t}
$$

Proof. Let $K$ be a fixed, compact subset of $\mathbb{S}$ and let $f(x)=\mathbb{1}_{K}(x)$. For any $x \in \mathbb{S}$, we have

$$
\begin{aligned}
& \pi(x) \mid P^{t}(x, K)-\pi(K)\left|\leq \sum_{z \in \mathbb{S}} \pi(z)\right| P^{t}(z, K)-\pi(K) \mid \\
& \leq\left(\sum_{z \in \mathbb{S}} \pi(z)\right)^{1 / 2}\left(\sum_{z \in \mathbb{S}} \pi(z)\left|P^{t}(z, K)-\pi(K)\right|^{2}\right)^{1 / 2} \quad \text { (Cauchy-Schwarz) } \\
& \quad=1 \cdot\left\|P_{t} f-\pi(f)\right\|_{L^{2}(\pi)} \\
& \quad \leq 2 e^{-C t}
\end{aligned}
$$

where the final inequality follows from (19) and the fact that $\|f-\pi(f)\|_{L^{2}(\pi)} \leq 2$ for our choice of $f$. Hence, taking the sup over the compact sets $K$, we have

$$
\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{\mathrm{TV}} \leq \frac{2}{\pi(x)} e^{-C t}
$$

and the result is shown.
Note that the conclusion of Lemma 2.4 gives an upper bound for the mixing time: if the assumptions of Theorem 2.3 are satisfied, then

$$
\begin{align*}
\tau_{\varepsilon}^{x} & =\inf \left\{t>0:\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{\mathrm{TV}} \leq \varepsilon\right\} \\
& \leq \frac{1}{\operatorname{gap}(\mathcal{E})}\left(-\ln \left(\frac{\varepsilon}{2}\right)-\ln (\pi(x))\right)=\frac{1}{\operatorname{gap}(\mathcal{E})}\left(\left|\ln \left(\frac{\varepsilon}{2}\right)\right|+|\ln (\pi(x))|\right) . \tag{20}
\end{align*}
$$

### 2.2 Statement and proof of our main result

In this section we again consider a non-explosive, irreducible continuous-time Markov chain $X$ on $\mathbb{S} \subset \mathbb{Z}^{d}$ with transition rates $\{q(x, z)\}$. Theorem 2.5 below, which is our main technical result of the first part of our paper, gives sufficient conditions, in terms of the stationary distribution $\pi$ of the associated Markov chain and the transition rates $\{q(x, z)\}$, for exponential ergodicity of the Markov chain.

As before, we will assume throughout that our process satisfies the mild regularity Assumption 2.1. For Theorem 2.5, we need a new assumption. We begin with a definition.

Definition 2.1. Let $\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S}$ be an ordered pair of points. A directed path $\gamma\left(x, x^{\prime}\right)$ from $x$ to $x^{\prime}$ is an ordered list of distinct states $\left(x_{1}, \ldots, x_{L}\right)$, with each $x_{i} \in \mathbb{S}$, such that $x_{1}=x$ and $x_{L}=x^{\prime}$. If $z=x_{i}$ and $z^{\prime}=x_{i+1}$ for some $i \leq L-1$, then we say $\left(z, z^{\prime}\right)$ is an edge or sometimes a directed edge in $\gamma\left(x, x^{\prime}\right)$. We write $\left(z, z^{\prime}\right) \in \gamma\left(x, x^{\prime}\right)$ if $\left(z, z^{\prime}\right)$ is an edge in the path $\gamma\left(x, x^{\prime}\right)$ and write $z \in \gamma\left(x, x^{\prime}\right)$ if $z=x_{i}$ for some $1 \leq i \leq L$. We denote by $\left|\gamma\left(x, x^{\prime}\right)\right|=L$ the length of the path. We say this path is active if $q\left(x_{i}, x_{i+1}\right)>0$ for each $i \in\{1,2, \ldots, L-1\}$.

Note that we allow for the possibility that $x^{\prime}=x$ in the definition above, in which case $\gamma(x, x)=(x)$ and $|\gamma(x, x)|=1$. Note also that in the case that $x=x^{\prime}$ the path is, by definition, active.

Our new assumption-Assumption 2.2 below- involves the existence of very particular sets of paths. It is likely that the conditions on the paths will be difficult to digest at first glance, so we first motivate with an example. The detailed analysis of this example will also make the proof of Theorem 2.5 easier to parse as it contains many of the key steps.

Example 2.1. Consider the birth and death model on $\{0,1,2, \ldots\}$ with transition rates

$$
q(x, x+1)=1 \quad \text { and } \quad q(x, x-1)=x \quad \text { for } x \geq 0
$$

This model has infinitesimal generator

$$
\mathcal{A} f(x)=f(x+1)-f(x)+x(f(x-1)-f(x))
$$

and stationary distribution $\pi(x)=\frac{e^{-1}}{x!}$ (This model corresponds to the reaction network $\emptyset \underset{1}{\stackrel{1}{\rightleftarrows}} X_{1}$, or the $\mathrm{M} / \mathrm{M} / \infty$ queue).

While it is straightforward to prove exponential ergodicity for this model via the use of FosterLyapunov functions, we want to instead prove positivity of the spectral gap of the process so as to motivate our constructions. Hence, we want to show the existence of a $C>0$ so that

$$
\operatorname{Var}_{\pi}(f) \leq C \mathcal{E}^{*}(f)
$$

for any $f \in \operatorname{Dom}(\mathcal{A})$ with $\|f\|_{\infty}<\infty$. To do so, we start with the following bound:

$$
\begin{aligned}
\operatorname{Var}_{\pi}(f) & =\sum_{x=0}^{\infty}\left(f(x)-\sum_{x^{\prime}=0}^{\infty} f\left(x^{\prime}\right) \pi\left(x^{\prime}\right)\right)^{2} \pi(x)=\sum_{x=0}^{\infty}\left(\sum_{x^{\prime}=0}^{\infty}\left(f(x)-f\left(x^{\prime}\right)\right) \pi\left(x^{\prime}\right)\right)^{2} \pi(x) \\
& \leq \sum_{x=0}^{\infty} \sum_{x^{\prime}=0}^{\infty}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) \\
& =2 \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) .
\end{aligned}
$$

To bound the final double sum above by $\mathcal{E}^{*}(f)$, we connect the points $x<x^{\prime}$ via the active path

$$
\gamma\left(x, x^{\prime}\right)=\left(x, x+1, \ldots, x^{\prime}\right)
$$

so that $x_{i}=x+i-1$, for $i=1, \ldots, x^{\prime}-x+1$. Then, by considering a telescoping sum for the term $f(x)-f\left(x^{\prime}\right)$ over this path, we have

$$
\begin{align*}
& \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) \\
& =\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(\sum_{i=1}^{x^{\prime}-x}\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right)\right.  \tag{21}\\
& \leq \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left|x^{\prime}-x\right| \pi(x) \pi\left(x^{\prime}\right) \sum_{i=1}^{\left|x^{\prime}-x\right|}\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2} \\
& \leq \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left|x^{\prime}-x\right| \frac{\min _{i \in\left\{1, \ldots,\left|x^{\prime}-x\right|\right\}} \pi(x) \pi\left(x^{\prime}\right)}{\pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right)} \sum_{i=1}^{x^{\prime}-x}\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2} \pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right), \tag{22}
\end{align*}
$$

where we used $\left(\sum_{i=1}^{n} a_{i}\right)^{2} \leq n \sum_{i=1}^{n} a_{i}^{2}$ in the first inequality above. The key observation, and the motivation for the calculations above, is that for each pair $x, x^{\prime}$ the final (third) sum in (22) is bounded by $2 \mathcal{E}^{*}(f)$,

$$
\sum_{i=1}^{x^{\prime}-x}\left(f\left(x_{i}\right)-f\left(x_{i+1}\right)\right)^{2} \pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right) \leq \sum_{x=0}^{\infty} \sum_{z=0}^{\infty}(f(x)-f(z))^{2} \pi(x) q(x, z)=2 \mathcal{E}^{*}(f)
$$

Hence, if we can show that

$$
\begin{equation*}
\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left|x^{\prime}-x\right| \frac{\pi(x) \pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|x^{\prime}-x\right|\right\}} \pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right)}<\infty \tag{23}
\end{equation*}
$$

we will have our desired result. However, it turns out that this term is actually infinity for the present example and our bounds, especially that of (22), were too crude and will require modification (which, in turn, leads to the conditions of Assumption 2.2). To show that the term on the left of (23) is infinity, we simply make the following observations, which are unique to this example:

- $q\left(x_{i}, x_{i+1}\right)=1$ for all $i$,
- because $x^{\prime}>x$, we know that $\min _{i \in\left\{1, \ldots,\left|x^{\prime}-x\right|\right\}} \pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right)=\pi\left(x^{\prime}-1\right)=e^{-1} \frac{1}{\left(x^{\prime}-1\right)!}$.

Hence,

$$
\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left|x^{\prime}-x\right| \frac{\pi(x) \pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|x^{\prime}-x\right|\right\}} \pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right)}=\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(x^{\prime}-x\right) \pi(x) \cdot \frac{1}{x^{\prime}}=\infty
$$

and our first attempt to prove that the gap is positive has failed.
To fix the method for this example we note that if we had changed things so that a modified version of the term

$$
\frac{\min _{i \in\left\{1, \ldots,\left|x^{\prime}-x\right|\right\}} \pi\left(x^{\prime}\right)}{\pi\left(x_{i}\right) q\left(x_{i}, x_{i+1}\right)}
$$

had been of order $\frac{1}{\left(x^{\prime}\right)^{3}}$ (or smaller), then the double sum in (23) would have been finite. Our strategy, therefore, will be to make the denominator larger by forcing the minimum to be over paths that do not go all the way to $x^{\prime}$; instead, the paths will stop at $x^{\prime}-3$. We will then consider the remaining path from $x^{\prime}-3$ to $x^{\prime}$ separately.

Therefore, we begin by defining a function, $t:\{0,1, \ldots\} \rightarrow\{0,1, \ldots\}$ as follows:

$$
t(x)= \begin{cases}x-3 & \text { for } x>3 \\ x & \text { otherwise }\end{cases}
$$

Then, for each pair of points $x$ and $x^{\prime}$ with $x<x^{\prime}$, we consider three paths that connect $x$ and $x^{\prime}$ :

1. A path from $x$ to $t(x)$ :

$$
\gamma(x, t(x))= \begin{cases}(x, x-1, x-2, x-3) & \text { if } x>3  \tag{24}\\ (x) & \text { else }\end{cases}
$$

2. A monotonic path from $t(x)$ to $t\left(x^{\prime}\right): \gamma\left(t(x), t\left(x^{\prime}\right)\right)=\left(t(x), \ldots, t\left(x^{\prime}\right)\right)$,
3. A path from $t\left(x^{\prime}\right)$ to $x^{\prime}$, which is simply the reverse of the path $\gamma\left(x^{\prime}, t\left(x^{\prime}\right)\right)$, defined similarly as above.

We may now perform a telescoping sum similar to what we did in (21), but over the three different paths as well. This leads to terms of the following form:

$$
\begin{align*}
& 3 \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(\sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2}+\sum_{i=1}^{\left|\gamma\left(x^{\prime}, t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(x_{i+1}^{\prime}\right)-f\left(x_{i}^{\prime}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right)  \tag{25}\\
& \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right), \tag{26}
\end{align*}
$$

where $x_{i}$ and $x_{i}^{\prime}$ denote the $i$ th points in the paths $\gamma(x, t(x))$ and $\gamma\left(x^{\prime}, t\left(x^{\prime}\right)\right)$, respectively, $z_{i}$ denotes the $i$ th point in the path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$, and where the 3 in (25) is an upper bound on each of $\left|\gamma\left(x, t\left(x^{\prime}\right)\right)\right|$ and $\left|\gamma\left(x, t\left(x^{\prime}\right)\right)\right|$.

We begin with the second term (26), and bound it in a similar manner as in (22):

$$
\begin{aligned}
& \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right) \\
& \quad \leq \sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left|x^{\prime}-x\right| \frac{\pi(x) \pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|t\left(x^{\prime}\right)-t(x)\right|\right\}} \pi\left(z_{i}\right) q\left(z_{i}, z_{i+1}\right)} \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i}\right)-f\left(z_{i+1}\right)\right)^{2} \pi\left(z_{i}\right) q\left(z_{i}, z_{i+1}\right),
\end{aligned}
$$

where we also used that $\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \leq\left|x^{\prime}-x\right|$. Similar to (22), the final sum is uniformly bounded by $2 \mathcal{E}^{*}(f)$. Hence, the question is whether or not the double sum

$$
\begin{equation*}
\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(x^{\prime}-x\right) \frac{\pi(x) \pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|t\left(x^{\prime}\right)-t(x)\right|\right\}} \pi\left(z_{i}\right) q\left(z_{i}, z_{i+1}\right)} \tag{27}
\end{equation*}
$$

is finite. Now that the minimum is over the path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ (which ends at $t\left(x^{\prime}\right)=x^{\prime}-3$ so long as $x^{\prime} \geq 4$ ) we see that

$$
\frac{\pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|t\left(x^{\prime}\right)-t(x)\right|\right\}} \pi\left(z_{i}\right) q\left(z_{i}, z_{i+1}\right)}=\frac{\pi\left(x^{\prime}\right)}{\min _{i \in\left\{1, \ldots,\left|t\left(x^{\prime}\right)-t(x)\right|\right\}} \pi\left(z_{i}\right)} \leq \frac{c_{0}}{\left(x^{\prime}\right)^{4}},
$$

for some $c_{0}>0$. Hence, (27) is indeed finite.
The sums in (25) will be handled in a similar (and simpler) manner. By symmetry in $x$ and $x^{\prime}$, we just need the existence of a universal $c_{1}>0$ for which

$$
\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty}\left(\sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right)<c_{1} \mathcal{E}^{*}(f)
$$

Proceeding in a similar manner as above, we note the following

$$
\begin{aligned}
\sum_{x=0}^{\infty} \sum_{x^{\prime}=x+1}^{\infty} & \left(\sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right) \leq \sum_{x=0}^{\infty} \sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} \pi(x) \\
& =\sum_{x=0}^{\infty} \sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} \frac{q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right)}{q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right)} \pi(x) \\
& \leq\left(\sup _{x \in\{0,1,2, \ldots\}} \frac{\pi(x)}{\min \left\{\pi\left(x_{i}\right)\right\}}\right) \sum_{x=0}^{\infty} \sum_{i=1}^{|\gamma(x, t(x))|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right),
\end{aligned}
$$

However, because the path $\gamma(x, t(x))$ moves towards zero from $x$, we have that $\pi\left(x_{i}\right) \geq \pi(x)$ for all $x$ and all associated $x_{i}$. Hence, the supremum term is equal to 1 . Next, note that because each edge $\left(x_{i}, x_{i+1}\right)$ can only be in at most 3 paths of the form $\gamma(x, t(x))$, we have that the double sum above is bounded by

$$
3 \cdot 2 \mathcal{E}^{*}(f)
$$

where the 2 arises because of the $\frac{1}{2}$ term in the definition of $\mathcal{E}^{*}(f)$.
Collecting all the above, we have shown the existence of a constant $C>0$ for which $\operatorname{Var}_{\pi}(f) \leq$ $C \mathcal{E}^{*}(f)$ and the analysis of this example is complete.

We now introduce our main new assumption, Assumption 2.2, on the model. This new assumption is motivated by Example 2.1. Part 1 says that each state can reach a "nice" (terminal) state in a finite number of steps (and that number of steps is bounded). Comparing to Example 2.1, this will involve the paths defined in (24). Part 2 says that a certain sum, (31) below, taken over all pairs of points in $\mathbb{S}$, is finite. This corresponds to the double sum (27) in Example 2.1 being finite. The key thing to observe is that the sum explicitly uses a mix of regular states (denoted $x$ and $x^{\prime}$ ) and terminal states (denoted $t(x)$ and $t\left(x^{\prime}\right)$, respectively). Continuing with the comparison to Example 2.1, the term $\bar{L}$ (the max length of $\gamma(x, t(x))$ ) below is equal to 3 in the example, the term $\bar{M}$ (representing how many paths of the form $\gamma(x, t(x))$ a particular edge can be in) is also equal to 3 , and the term (30) is equal to 1 (as mentioned in the last part of the analysis of the example).

For ease of notation, for a given path $\gamma$ we let $\pi_{\min }(\gamma):=\min _{z \in \gamma} \pi(z)$ be the minimal weight among all states on $\gamma$.

Assumption 2.2. The process $X$ with rates $\{q(x, z)\}$ and stationary distribution $\pi$ satisfies the following conditions.

1. (Finite steps to a terminal state.) For each $x \in \mathbb{S}$ there is a fixed (terminal) state $t(x) \in \mathbb{S}$ and an active directed path $\gamma_{x}=\gamma(x, t(x))$. The following conditions hold for this set of paths

$$
\begin{align*}
& \sup _{x \in \mathbb{S}}\left|\gamma_{x}\right|:=\bar{L}<\infty,  \tag{28}\\
& \sup _{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S}} \mid\left\{z \in \mathbb{S}:\left(x, x^{\prime}\right) \text { is an edge in } \gamma_{z}\right\} \mid:=\bar{M}<\infty  \tag{29}\\
& \sup _{x \in \mathbb{S}} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}\right)}<\infty . \tag{30}
\end{align*}
$$

Denote the set of terminal states by $\mathcal{T}=\{t(x): x \in \mathbb{S}\}$.
2. (Fast decay of $\pi$.) There is another set of paths,

$$
\Gamma_{\mathcal{T}}=\left\{\gamma\left(t(x), t\left(x^{\prime}\right)\right) \text { or } \gamma\left(t\left(x^{\prime}\right), t(x)\right) \text { but not both : } t(x), t\left(x^{\prime}\right) \in \mathcal{T} \text { with } t(x) \neq t\left(x^{\prime}\right)\right\}
$$ that contains precisely one active, directed path for each pair of terminal states for which

$$
\begin{equation*}
\sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S} \\ x \neq x^{\prime}}}\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right)<\infty \tag{31}
\end{equation*}
$$

where $\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\text {min }}\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right)$ is taken to be zero if $\gamma\left(t(x), t\left(x^{\prime}\right)\right) \notin \Gamma_{\mathcal{T}}$.
3. (Uniform lower bound for transition rates.) There is a minimum for the transition rates along all the active paths described in parts 1 and 2 of this assumption (including the paths $\left\{\gamma_{x}\right\}$ and those in $\Gamma_{\mathcal{T}}$ ). That is, there exists a $c_{\min }>0$ for which both the following hold,

$$
\begin{align*}
& \inf _{x \in \mathbb{S}} \inf _{\left(z, z^{\prime}\right) \text { is an edge in } \gamma_{x}}\left\{q\left(z, z^{\prime}\right)\right\} \geq c_{\text {min }} \\
& \inf _{\gamma \in \Gamma_{\mathcal{T}}\left(z, z^{\prime}\right) \text { is an edge in } \gamma}\left\{q\left(z, z^{\prime}\right)\right\} \geq c_{\text {min }} . \tag{32}
\end{align*}
$$

Remark 2.2. Note that condition (29) simply states that there is a bound on the number of paths of the form $\gamma_{z}=\gamma(z, t(z))$ that a particular edge can be contained within. Moreover, (29) holds if (28) holds and if the sizes of the possible transitions for $X$ are uniformly bounded. Also note that (32) holds if the rates $q_{x}=\sum_{z \in \mathbb{S} \backslash x} q(x, z)$ satisfy $\lim _{|x| \rightarrow \infty} q_{x}=\infty$.

We now state the main technical result developed in this paper. Loosely, it says that if Assumption 2.2 holds, then the spectral gap is positive and the model is exponentially ergodic.

Theorem 2.5. Suppose $X$ is an irreducible and positive-recurrent continuous-time Markov chain with countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and stationary distribution $\pi$ for which Assumption 2.1 holds. Suppose that Assumption 2.2 also holds. Then there is a $C>0$ for which

$$
\begin{equation*}
\mathcal{E}(f, f) \geq C \cdot \operatorname{Var}_{\pi}(f) \tag{33}
\end{equation*}
$$

for all $f \in \operatorname{Dom}(\mathcal{A})$ with $\|f\|_{\infty}<\infty$, and so $\operatorname{gap}(\mathcal{E}) \geq C$. Moreover, we have the following two conclusions.
(i) (2) holds with $B(x)=\frac{2}{\pi(x)}$ and $\eta=2 C$. That is,

$$
\left\|P^{t}(x, \cdot)-\pi(\cdot)\right\|_{T V} \leq \frac{2}{\pi(x)} e^{-2 C t}
$$

for all $t \geq 0$.
(ii) For a fixed $\varepsilon>0$ and each $x \in \mathbb{S}$ the mixing time defined in (3) satisfies

$$
\tau_{\varepsilon}^{x} \leq \frac{1}{2 C}\left(|\ln (\pi(x))|+\left|\ln \left(\frac{\varepsilon}{2}\right)\right|\right)=O(|\ln (\pi(x))|)
$$

Proof. Note that conclusions (i) and (ii) follow directly from a combination of (33), Theorem 2.3, and Lemma 2.4. Hence, we only show (33).

Let $f \in \operatorname{Dom}(\mathcal{A})$ with $\|f\|_{\infty}<\infty$. Due to Lemma 2.2, which states that $\mathcal{E}(f, f)=\mathcal{E}^{*}(f)$ for the $f$ under consideration, we need to show that

$$
\begin{equation*}
\operatorname{Var}_{\pi}(f) \leq \frac{1}{C} \cdot \mathcal{E}^{*}(f) \tag{34}
\end{equation*}
$$

for some $C>0$ that does not depend upon the choice of $f$.
The proof of (34) is organized into three steps, and should be compared to the analysis of Example 2.1.

Step 1: Path decomposition. By definition, we have that

$$
\begin{equation*}
\operatorname{Var}_{\pi}(f)=\sum_{x \in \mathbb{S}}\left(f(x)-\sum_{x^{\prime} \in \mathbb{S}} f\left(x^{\prime}\right) \pi\left(x^{\prime}\right)\right)^{2} \pi(x) \tag{35}
\end{equation*}
$$

By Jensen's inequality we have

$$
\left(f(x)-\sum_{x^{\prime} \in \mathbb{S}} f\left(x^{\prime}\right) \pi\left(x^{\prime}\right)\right)^{2}=\left(\sum_{x^{\prime} \in \mathbb{S}}\left(f(x)-f\left(x^{\prime}\right)\right) \pi\left(x^{\prime}\right)\right)^{2} \leq \sum_{x^{\prime} \in \mathbb{S}}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi\left(x^{\prime}\right)
$$

Putting this back into (35) yields

$$
\begin{equation*}
\operatorname{Var}_{\pi}(f)=\sum_{x \in \mathbb{S}}\left(f(x)-\sum_{x^{\prime} \in \mathbb{S}} f\left(x^{\prime}\right) \pi\left(x^{\prime}\right)\right)^{2} \pi(x) \leq \sum_{x \in \mathbb{S}} \sum_{x^{\prime} \in \mathbb{S}}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) \tag{36}
\end{equation*}
$$

We will now consider the term $\left(f(x)-f\left(x^{\prime}\right)\right)^{2}$ for $x \neq x^{\prime}$. For a given pair $x, x^{\prime} \in \mathbb{S}$, we enumerate the paths $\gamma_{x}, \gamma_{x^{\prime}}$ and $\gamma\left(t(x), t\left(x^{\prime}\right)\right) \in \Gamma_{\mathcal{T}}$ in Assumption 2.2 as

$$
\begin{aligned}
\gamma_{x} & =\left(x_{1}, x_{2}, \ldots, x_{\left|\gamma_{x}\right|}\right), \\
\gamma_{x^{\prime}} & =\left(x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{\left|\gamma_{x^{\prime}}\right|}^{\prime}\right) \\
\gamma\left(t(x), t\left(x^{\prime}\right)\right) & =\left(z_{1}, z_{2}, \ldots, z_{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|}^{\prime}\right),
\end{aligned}
$$

where we note that $z_{1}=t(x)=x_{\left|\gamma_{x}\right|}$ and $z_{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|}=t\left(x^{\prime}\right)=x_{\left|\gamma_{x^{\prime}}\right|}^{\prime}$. Note that we are, without loss of generality, specifically (and arbitrarily) assuming that the active path in $\Gamma_{\mathcal{T}}$ connecting $t(x)$ and $t\left(x^{\prime}\right)$ is $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ as opposed to $\gamma\left(t\left(x^{\prime}\right), t(x)\right)$. We now split the term $f(x)-f\left(x^{\prime}\right)$ in (36) into three sums via a telescoping sum using the three active paths $\gamma_{x}, \gamma\left(t(x), t\left(x^{\prime}\right)\right)$, and $\gamma_{x^{\prime}}$. We
obtain

$$
\begin{align*}
\left(f(x)-f\left(x^{\prime}\right)\right)^{2}= & \left(-\sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)-\sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)\right. \\
& \left.+\sum_{i=1}^{\left|\gamma_{x^{\prime}}\right|-1}\left(f\left(x_{i+1}^{\prime}\right)-f\left(x_{i}^{\prime}\right)\right)\right)^{2} \\
\leq & 2\left(-\sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)+\sum_{i=1}^{\left|\gamma_{x^{\prime}}\right|-1}\left(f\left(x_{i+1}^{\prime}\right)-f\left(x_{i}^{\prime}\right)\right)\right)^{2} \\
& +2\left(\sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)\right)^{2} \\
\leq & 4 \bar{L}\left(\sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2}+\sum_{i=1}^{\left|\gamma_{x^{\prime}}\right|-1}\left(f\left(x_{i+1}^{\prime}\right)-f\left(x_{i}^{\prime}\right)\right)^{2}\right)  \tag{37}\\
& +2\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2},
\end{align*}
$$

where we used $\left(\sum_{i=1}^{n} a_{i}\right)^{2} \leq n \sum_{i=1}^{n} a_{i}^{2}$ for the two inequalities above, and we remind that $\bar{L}$ is defined in (28). We may plug the inequality in (37) back into the inequality (36) to obtain the following

$$
\begin{align*}
\operatorname{Var}_{\pi}(f) \leq & \sum_{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S}}\left(f(x)-f\left(x^{\prime}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) \\
\leq & 4 \bar{L} \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S} \\
x \neq x^{\prime}}}\left(\sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2}+\sum_{i=1}^{\left|\gamma_{x^{\prime}}\right|-1}\left(f\left(x_{i+1}^{\prime}\right)-f\left(x_{i}^{\prime}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right)  \tag{38}\\
& +2 \sum_{\substack{\left.x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S} \\
x \neq x^{\prime}}}\left(\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right) \tag{39}
\end{align*}
$$

The summations (38) and (39) correspond to the ends and the middle parts of the path from $x$ to $x^{\prime}$, respectively. We must now show that each is upper bounded by $c \cdot \mathcal{E}^{*}(f)$, for some positive constant $c$. We handle the sums individually in the next two steps of the proof.

Step 2: Upper bound for (39). For each pair $\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S}$ with $x \neq x^{\prime}$, we have

$$
\begin{align*}
& \quad \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2} \pi(x) \pi\left(x^{\prime}\right) \\
& =\sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2} \frac{q\left(z_{i}, z_{i+1}\right) \pi\left(z_{i}\right)}{q\left(z_{i}, z_{i+1}\right) \pi\left(z_{i}\right)} \pi(x) \pi\left(x^{\prime}\right) \\
& \leq \frac{1}{c_{\min }}\left(\max _{z \in \gamma\left(t(x), t\left(x^{\prime}\right)\right)} \frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi(z)}\right)^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1} \sum_{i=1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2} q\left(z_{i}, z_{i+1}\right) \pi\left(z_{i}\right) \\
& \leq 2 \frac{1}{c_{\min }}\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right) \mathcal{E}^{*}(f), \tag{40}
\end{align*}
$$

where $c_{\text {min }}$ is as in (32) (and is used to bound the term $1 / q\left(z_{i}, z_{i+1}\right)$ ), and the term $2 \mathcal{E}^{*}(f)$ arises by restricting the sum in (10) from all of $\mathbb{S} \times \mathbb{S}$ to the particular path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$. Note that $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ being an active path plays a key role above since we require that $q\left(z_{i}, z_{i+1}\right)>0$. It follows from (40) that the summation in (39) is bounded in the following manner

$$
\begin{align*}
2 \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S} \\
x \neq x^{\prime}}} & \left(\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right| \sum_{i=1}^{\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|-1}\left(f\left(z_{i+1}\right)-f\left(z_{i}\right)\right)^{2}\right) \pi(x) \pi\left(x^{\prime}\right) \\
& \leq 4 \frac{1}{c_{\min }} \mathcal{E}^{*}(f) \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{S} \times \mathbb{S} \\
x \neq x^{\prime}}}\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right)  \tag{41}\\
& \leq c_{1} \cdot \mathcal{E}^{*}(f), \tag{42}
\end{align*}
$$

for some constant $c_{1}>0$, where we utilized (31) in Assumption 2.2 for the final inequality.
Step 3: Upper bound for (38). By the symmetry of (38), it is enough to show that there exists some $c>0$ for which

$$
\begin{equation*}
\sum_{x \in \mathbb{S}} \sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} \pi(x)<c \cdot \mathcal{E}^{*}(f) \tag{43}
\end{equation*}
$$

We have

$$
\begin{align*}
& \sum_{x \in \mathbb{S}} \sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} \pi(x) \\
& =\sum_{x \in \mathbb{S}} \sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} \frac{q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right)}{q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right)} \pi(x) \\
& \leq \frac{1}{c_{\min }}\left(\sup _{x \in \mathbb{S}} \frac{\pi(x)}{\pi_{\min }(\gamma(x))}\right) \sum_{x \in \mathbb{S}} \sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right) . \tag{44}
\end{align*}
$$

However, the term in parentheses is bounded by (30) in Assumption 2.2. For the double sum in (44), by considering how many times each particular pair $(x, z) \in \mathbb{S} \times \mathbb{S}$ could be an edge, we have

$$
\begin{aligned}
\sum_{x \in \mathbb{S}} \sum_{i=1}^{\left|\gamma_{x}\right|-1}\left(f\left(x_{i+1}\right)-f\left(x_{i}\right)\right)^{2} q\left(x_{i}, x_{i+1}\right) \pi\left(x_{i}\right) & \leq \bar{M} \sum_{x, z \in \mathbb{S}}(f(z)-f(x))^{2} q(x, z) \pi(x) \\
& =2 \bar{M} \mathcal{E}^{*}(f) .
\end{aligned}
$$

where $\bar{M}$ is as in (29). Hence, the result is shown.

### 2.3 Special cases that are easier to apply for models on $\mathbb{Z}_{\geq 0}^{d}$

The conditions in Assumption 2.2 are quite technical. We therefore present a few corollaries that are significantly more "user-friendly."

Our first corollary considers models restricted to $\mathbb{Z}_{\geq 0}^{d}$ and states that the conditions in Assumption 2.2 hold so long as (i) the stationary distribution has a type of super-exponential decay, and (ii) transitions of the form $\pm e_{i}$, where $\left\{e_{i}\right\}$ is the canonical basis for $\mathbb{Z}^{d}$, have positive rate so long as the transition would not push the system into a region with a negative component. We note that the super-exponential decay condition of (45) below holds for many probability distributions showing up in our area of interest of biochemical reaction systems (see section 3). Examples include models whose stationary distribution is a product of Poissons [9], some products of Poisson and Beta-binomials [19], and some models with non-mass-action kinetics [8,31]. Moreover, in [47], a detailed analysis of the decay of the tails of the stationary distribution for one-dimensional models is given; even though without a lower bound on $\pi(x)$ we cannot deduce (45), it seems possible the link will be established with future work.

Note that in Corollary 2.6 below the fact that $\mathbb{S}=\mathbb{Z}_{\geq 0}^{d}$ is irreducible follows from condition 2 in that corollary.

Corollary 2.6. Suppose $X$ is a positive-recurrent continuous-time Markov chain with irreducible state space $\mathbb{S}=\mathbb{Z}_{\geq 0}^{d}$ and stationary distribution $\pi$. Suppose that Assumptions 2.1 hold. Suppose further that the following two conditions hold.

1. There exist an integer $K>0$ and an $\alpha>0$ so that for each $i \in\{1, \ldots, d\}$,

$$
\begin{equation*}
\frac{\pi(x)}{\pi\left(x-e_{i}\right)} \leq \frac{1}{x_{i}^{\alpha}} \tag{45}
\end{equation*}
$$

if $x$ is such that $x_{i} \geq K$, and
2. There is a $c_{\text {min }}>0$ so that for each $i \in\{1, \ldots, d\}$, we have

$$
\inf _{x \in \mathbb{Z}_{\geq 0}^{d} \geq 0} q\left(x, x+e_{i}\right) \geq c_{\text {min }} \quad \text { and } \quad \inf _{\substack{x \in \mathbb{Z}_{\geq 0}^{d} \\ x_{i} \geq 1}} q\left(x, x-e_{i}\right) \geq c_{\text {min }} .
$$

Then the conditions in Assumption 2.2 hold. Hence, the conclusions of Theorem 2.5 hold as well.
We begin with the following lemma, which states that a process satisfying the conditions of Corollary 2.6 has all moments.

Lemma 2.7. Let $X$ and $\pi$ be as in Corollary 2.6. Let $m \geq 3$ be an integer. Then there is a $c_{m}>0$, depending upon $m$, for which

$$
\pi(x) \leq c_{m} \prod_{i=1}^{d} \frac{1}{\left(x_{i}+1\right)^{m}}
$$

for all $x \in \mathbb{Z}_{\geq 0}^{d}$.
Proof. Let $K$ and $\alpha$ be as in the statement of Corollary 2.6. Fix a $K^{\prime}>K$ so that

$$
\begin{equation*}
\frac{(K!)}{(x!)^{\alpha}} \leq \frac{1}{x^{m}} \tag{46}
\end{equation*}
$$

for all $x \geq K^{\prime}$. With this choice, if $x_{1} \geq K^{\prime}$, then (45) with $i=1$ implies that

$$
\begin{align*}
\pi(x) & =\frac{\pi(x)}{\pi\left(x-e_{1}\right)} \frac{\pi\left(x-e_{1}\right)}{\pi\left(x-2 e_{1}\right)} \cdots \frac{\pi\left(x-\left(x_{1}-K-1\right) e_{1}\right)}{\pi\left(x-\left(x_{1}-K\right) e_{1}\right)} \pi\left(x-\left(x_{1}-K\right) e_{1}\right) \\
& \leq \frac{1}{x_{1}^{\alpha}} \cdot \frac{1}{\left(x_{1}-1\right)^{\alpha}} \cdots \frac{1}{(K+1)^{\alpha}} \pi\left(x-\left(x_{1}-K\right) e_{1}\right) \quad \quad \text { (repeatedly applying (45)) } \\
& =\frac{(K!)^{\alpha}}{\left(x_{1}!\right)^{\alpha}} \pi\left(x-\left(x_{1}-K\right) e_{1}\right) \\
& \leq \frac{1}{x_{1}^{m}} \cdot \pi\left(x-\left(x_{1}-K\right) e_{1}\right) \tag{47}
\end{align*}
$$

where the final inequality follows from (46). To generalize the above, let $I_{K^{\prime}}(x)=\left\{i: x_{i} \geq K^{\prime}\right\}$ be those indices for which the $i t h$ coordinate of $x$ is larger than $K^{\prime}$. For each $x$ we define $u(x) \in$ $\mathbb{Z}_{\geq 0}^{d}$ via

$$
u(x)_{i}= \begin{cases}K & \text { if } i \in I_{K^{\prime}}(x) \\ x_{i} & \text { otherwise }\end{cases}
$$

Applying the above inequality to those indices $I_{K^{\prime}}(x)$, there is a $c_{m}>0$ such that for any $x \in \mathbb{Z}_{\geq 0}^{d}$

$$
\begin{aligned}
\pi(x) & \leq \prod_{i \in I_{K^{\prime}}(x)} \frac{1}{x_{i}^{m}} \cdot \pi\left(x-\sum_{i \in I_{K}(x)}\left(x_{i}-K\right) e_{i}\right)=\prod_{i \in I_{K^{\prime}}(x)} \frac{1}{x_{i}^{m}} \pi(u(x)) \\
& \leq c_{m} \prod_{i=1}^{d} \frac{1}{\left(x_{i}+1\right)^{m}} \pi(u(x)) \leq c_{m} \prod_{i=1}^{d} \frac{1}{\left(x_{i}+1\right)^{m}}
\end{aligned}
$$

where we used that $\pi(u(x)) \leq 1$ in the final inequality. Hence, the result is shown.
We turn to the proof of Corollary 2.6.
Proof of Corollary 2.6. We begin by defining $t(x)$, the terminal state, for each $x \in \mathbb{Z}_{\geq 0}^{d}$. To do so, we begin by letting $k_{0} \geq K+\frac{3}{\alpha}+1$ be a positive integer and let $I_{k_{0}}(x)=\left\{i: x_{i} \geq k_{0}\right\}$ be those indices for which $x_{i} \geq k_{0}$. We then define the terminal state for $x$ component-wise via

$$
t(x)_{i}= \begin{cases}x_{i}-\left\lceil\frac{3}{\alpha}\right\rceil & \text { if } i \in I_{k_{0}}(x)  \tag{48}\\ x_{i} & \text { otherwise }\end{cases}
$$

where $\left\lceil\frac{3}{\alpha}\right\rceil$ is the smallest integer larger than $\frac{3}{\alpha}$ (i.e., we round up).
We turn to defining $\gamma_{x}=\gamma(x, t(x))$ for each $x$. If $\|x\|_{\infty}<k_{0}$, in which case $I_{k_{0}}(x)$ is empty, then $t(x)=x$ and we take $\gamma(x, t(x))=(x)$. Now suppose that $\|x\|_{\infty} \geq k_{0}$. In this case, $I_{k_{0}}(x)$ is non-empty and for each $i \in I_{k_{0}}(x)$ we will subtract off $e_{i}$ exactly $\left\lceil\frac{3}{\alpha}\right\rceil$ times. Note that there are $\frac{\left(\left|I_{k_{0}}(x)\right| \cdot\left\lceil\frac{3}{\alpha}\right\rceil\right)!}{\left(\left\lceil\frac{3}{\alpha}\right\rceil!\right)^{\left|I_{k_{0}}(x)\right|}}$ possible such paths connecting $x$ and $t(x)$ using only subtractions of $e_{i}$ for $i \in I_{k_{0}}(x)$. We choose one of those paths at random.

For example, consider the situation with $d=3, \alpha=1$, and $x=\left(k_{0}+2, k_{0}-1, k_{0}+1\right)$. Here, $I_{k_{0}}(x)=\{1,3\}$ and $\left\lceil\frac{3}{\alpha}\right\rceil=3$ and so $t(x)=\left(k_{0}-1, k_{0}-1, k_{0}-2\right)$. There are $\frac{(2 \cdot 3)!}{(3!)^{2}}=20$ possible paths to choose from. If we choose the path that decreases the first component 3 times in a row followed by the third component 3 times in a row, then the specific path $\gamma_{x}=\gamma(x, t(x))$ is

$$
\left(\left(k_{0}+2, k_{0}-1, k_{0}+1\right), \ldots,\left(k_{0}-1, k_{0}-1, k_{0}+1\right), \ldots,\left(k_{0}-1, k_{0}-1, k_{0}-2\right)\right) .
$$

Returning to the general case, we now observe the following.

- The paths constructed have a maximum length of $\left\lceil\frac{3}{\alpha}\right\rceil d$, so (28) holds.
- Each edge in $\gamma(x, t(x))$ must be within $\left\lceil\frac{3}{\alpha}\right\rceil d$ transitions taken from the set $\left\{-e_{i}: i \in\right.$ $\{1, \ldots, d\}\}$. Hence, the number of such paths that a particular edge can be contained within is bounded and (29) holds.
- Combining (45) with the construction above immediately yields

$$
\sup _{x \in \mathbb{Z}_{\geq 0}^{d}} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}\right)} \leq 1
$$

and so (30) holds.
Hence, condition 1 of Assumption 2.2 holds.
To verify condition 2 of Assumption 2.2, we first point out a bound we will use later. Doing an analysis similar to that found in (47), we may apply (45) one time for each edge in the path $\gamma(x, t(x))$ to conclude that there exist constants $c_{1}>0$ and $c_{2}>0$ that are independent of the choice of $x \in \mathbb{Z}_{\geq 0}^{d}$, such that

$$
\begin{equation*}
\frac{\pi(x)}{\pi(t(x))} \leq \prod_{i \in I_{k_{0}}(x)}\left(\frac{c_{1}}{\left(x_{i}\right)^{\alpha}}\right)^{\left\lceil\frac{3}{\alpha}\right\rceil} \leq \prod_{i=1}^{d} \frac{c_{2}}{\left(x_{i}+1\right)^{3}} \tag{49}
\end{equation*}
$$

We turn to the paths connecting the terminal states. Recall that $\mathcal{T}$ is the set of terminal states $\left\{t(x): x \in \mathbb{Z}_{\geq 0}^{d}\right\}$. We must still define $\Gamma_{\mathcal{T}}$ so that (31) holds. Towards that end, select a pair of terminal states: $t(x), t\left(x^{\prime}\right) \in \mathcal{T}$, with $t(x) \neq t\left(x^{\prime}\right)$. We arbitrarily choose to orient the path as starting from $t(x)$ and terminating at $t\left(x^{\prime}\right)$. That is, we construct the path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$. Moreover, to construct the path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ we only use transitions of the form $\left\{ \pm e_{i}, i \in\{1, \ldots d\}\right\}$, where, as always, $\left\{e_{i}\right\}$ is the canonical basis in $\mathbb{Z}^{d}$.

For two vectors $x, y \in \mathbb{Z}^{d}$ we denote by $x \wedge y$ the vector whose $i$ th coordinate is $x_{i} \wedge y_{i}=$ $\min \left\{x_{i}, y_{i}\right\}$. The main idea for the construction of the desired $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ is to use two sub-paths:
one connects $t(x)$ to $t(x) \wedge t\left(x^{\prime}\right)$ by only using transitions of the form $\left\{-e_{i}, i \in\{1, \ldots, d\}\right\}$, and the other one connects $t(x) \wedge t\left(x^{\prime}\right)$ to $t\left(x^{\prime}\right)$ by only using transitions of the form $\left\{e_{i}, i \in\{1, \ldots, d\}\right\}$.

We now make this precise. Let $I^{-}=\left\{i: t(x)_{i}>t\left(x^{\prime}\right)_{i}\right\}$ and $I^{+}=\left\{i: t(x)_{i}<t\left(x^{\prime}\right)_{i}\right\}$. Note that at least one of $I^{-}$or $I^{+}$is non-empty since $t(x) \neq t\left(x^{\prime}\right)$. Note that there are

$$
\frac{\left(\sum_{i \in I^{-}}\left(t(x)_{i}-t\left(x^{\prime}\right)_{i}\right)\right)!}{\prod_{i \in I^{-}}\left(t(x)_{i}-t\left(x^{\prime}\right)_{i}\right)!}
$$

paths connecting $t(x)$ to $t(x) \wedge t\left(x^{\prime}\right)$ using only transitions of the form $-e_{i}$ for those $i \in I^{-}$. The particular choice of path does not matter and we select one at random. We now have our path, $\gamma^{-}=\gamma\left(t(x), t(x) \wedge t\left(x^{\prime}\right)\right)$ connecting $t(x)$ to $t(x) \wedge t\left(x^{\prime}\right)$.

We then similarly connect $t(x) \wedge t\left(x^{\prime}\right)$ to $t\left(x^{\prime}\right)$ via a path using only transitions of the form $e_{i}$ for $i \in I^{+}$. We denote this path via $\gamma^{+}=\gamma\left(t(x) \wedge t\left(x^{\prime}\right), t\left(x^{\prime}\right)\right)$. The path connecting $t(x)$ to $t\left(x^{\prime}\right)$, denoted $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$, is then defined by moving first along $\gamma^{-}$and then along $\gamma^{+}$.

Note that, by construction, if $z$ is an element of $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$, i.e. a state visited along the path $\gamma^{-}$or $\gamma^{+}$, then we either have $z \leq t(x)$ (meaning $z_{i} \leq t(x)_{i}$ for all $i \in\{1, \ldots, d\}$ ) or $z \leq t\left(x^{\prime}\right)$. Combining this fact with (45) implies that

$$
\begin{equation*}
\frac{1}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)} \leq C_{K} \max \left\{\frac{1}{\pi(t(x))}, \frac{1}{\pi\left(t\left(x^{\prime}\right)\right)}\right\} \tag{50}
\end{equation*}
$$

where the constant $C_{K}>0$ is needed since some coordinates of $t(x)$ or $t\left(x^{\prime}\right)$ may be smaller than $K$.

Finally, note that

$$
\begin{equation*}
\mid \gamma\left(t(x), t\left(x^{\prime}\right)\left|=\sum_{i \in I^{+} \cup I^{-}}\right| t(x)_{i}-t\left(x^{\prime}\right)_{i}\left|\leq|x|+\left|x^{\prime}\right| .\right.\right. \tag{51}
\end{equation*}
$$

We may combine all of the above to show that (31) holds:

$$
\begin{align*}
& \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d} \\
x \neq x^{\prime}}}\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right) \\
& \leq C_{K} \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d} \\
x \neq x^{\prime}}}\left(|x|+\left|x^{\prime}\right|\right) \pi(x) \pi\left(x^{\prime}\right) \max \left\{\frac{1}{\pi(t(x))}, \frac{1}{\pi\left(t\left(x^{\prime}\right)\right)}\right\} \quad \text { (using (50) and (51)) } \\
& \leq C_{K} \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{Z} \geq 0 \\
x \neq x^{\prime}}}\left(|x|+\left|x^{\prime}\right|\right) \pi(x) \pi\left(x^{\prime}\right)\left(\frac{1}{\pi(t(x))}+\frac{1}{\pi\left(t\left(x^{\prime}\right)\right)}\right) \\
& \leq C_{K} \cdot c_{3} \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d} \\
x \neq x^{\prime}}}\left(|x|+\left|x^{\prime}\right|\right)\left(\pi\left(x^{\prime}\right) \prod_{i=1}^{d} \frac{1}{\left(x_{i}+1\right)^{3}}+\pi(x) \prod_{i=1}^{d} \frac{1}{\left(x_{i}^{\prime}+1\right)^{3}}\right), \tag{49}
\end{align*}
$$

which is finite by applying Lemma 2.7 with $m=3$. Hence, we have demonstrated that condition 2 of Assumption 2.2 holds.

Finally, since all the paths we constructed above only consist of birth and death events (i.e. the transitions given by $e_{i}$ and $-e_{i}$ ), the second condition of Corollary 2.6 (pertaining to the infimum of the rates) implies that condition 3 of Assumption 2.2 holds. Hence, the proof is complete.

If the stationary distribution $\pi$ is of a product form, while also satisfying condition 1 of Corollary 2.6, then we can relax the second condition in Corollary 2.6. That condition required that births and deaths can happen for each index at each state in $\mathbb{Z}_{\geq 0}^{d}$ (so long as the transition did not push the process out of $\mathbb{Z}_{\geq 0}^{d}$ ), and moreover that the rates for those transitions had a uniform lower bound. Loosely speaking, the new condition is that there is a partition of the indices $\{1, \ldots, d\}$, denoted by the disjoint, non-empty sets $\left\{J_{0}, \ldots, J_{m}\right\}$ so that (i) the transitions $\pm e_{i}$ have positive rate for all states if $i \in J_{0}$ (so long as the transition does not push the process negative in the $i$ th component), and (ii) the transitions $\pm e_{i}$, for $i \in J_{\ell}$, have positive rate for any state for which $x_{j}$ is greater than some given threshold (denoted $N$ below) for some $j \in \cup_{i=0}^{\ell-1} J_{i}$. Moreover, the rates of these transitions must still have a uniform lower bound. Thus, loosely, the components associated to the indices in $J_{0} \cup \cdots \cup J_{\ell-1}$ act as catalysts, or at least switches, for the birth and death transitions for the components associated to the indices in $J_{\ell}$. Note that if $J_{0}=\{1, \ldots, d\}$ then this condition is the same as condition 2 of Corollary 2.6.

Note that in the corollary below the fact that $\mathbb{S}=\mathbb{Z}_{\geq 0}^{d}$ is irreducible follows from conditions 2 and 3.

Corollary 2.8. Suppose $X$ is an irreducible and positive-recurrent continuous-time Markov chain with countable state space $\mathbb{S}=\mathbb{Z}_{\geq 0}^{d}$ and stationary distribution $\pi$ for which Assumption 2.1 holds. Suppose that the following three conditions hold.

1. $\pi(x)=\prod_{i}^{d} \pi_{i}\left(x_{i}\right)$ where $\pi_{i}$ is a probability measure on $\mathbb{Z}_{\geq 0}$. Moreover, there is an integer $K \geq 1$ and a constant $\alpha>0$ so that for each $i \in\{1, \ldots, d\}$ we have $\frac{\pi_{i}(n)}{\pi_{i}(n-1)} \leq \frac{1}{n^{\alpha}}$ whenever $n \geq K$.
2. There exists an $c_{\text {min }}>0$ and a non-empty subset $J_{0} \subset\{1,2, \ldots, d\}$ so that for each $i \in J_{0}$ we have

$$
\begin{aligned}
& q\left(x, x+e_{i}\right) \geq c_{\min } \quad \text { for all } x \in \mathbb{Z}_{\geq 0}^{d} \\
& q\left(x, x-e_{i}\right) \geq c_{\min } \quad \text { for all } x \in \mathbb{Z}_{\geq 0}^{d} \text { with } x_{i} \geq 1
\end{aligned}
$$

3. There exist disjoint subsets of $\{1, \ldots, d\}$, denoted $J_{1}, \ldots, J_{m}$, so that $\left\{J_{0}, J_{1}, \ldots, J_{m}\right\}$ is a partition of $\{1, \ldots, d\}$, and there exists an integer $N \geq 1$ so that for each $i \in J_{\ell}$ with $\ell \geq 1$, we have
(i) $q\left(x, x+e_{i}\right) \geq c_{\text {min }}$ when $x_{j} \geq N$ for some $j \in J_{0} \cup \cdots \cup J_{\ell-1}$, and
(ii) $q\left(x, x-e_{i}\right) \geq c_{\text {min }}$ if $x_{i} \geq 1$ and $x_{j} \geq N$ for some $j \in J_{0} \cup \cdots \cup J_{\ell-1}$.

Then the conditions in Assumption 2.2 hold. Hence, the conclusions of Theorem 2.5 hold as well.
Proof. Let $N_{K, \alpha}=N+K+\left\lceil\frac{3}{\alpha}\right\rceil+1$. First, we define the terminal point $t(x)$ for each $x$ and construct $\gamma_{x}:=\gamma(x, t(x))$. Let

$$
D:=\left\{x \in \mathbb{Z}_{\geq 0}^{d}: x_{i} \geq N_{K, \alpha} \text { for each } i\right\}
$$

If $x \in D$, then we define $t(x)$ component-wise via

$$
t(x)_{i}=x_{i}-\left\lceil\frac{3}{\alpha}\right\rceil \text { for each } i
$$

As in the proof of Corollary 2.6, for this case we define $\gamma_{x}=\gamma(x, t(x))$ to be one of the active paths that can be constructed from $x$ to $t(x)$ that only utilizes transitions of the form $-e_{i}$, where, as always, $\left\{e_{i}\right\}$ is the canonical basis of $\mathbb{Z}^{d}$.

Suppose now that $x \in D^{c}$. In this case, we have $x_{i}<N_{K, \alpha}$ for at least one $i \in\{1, \ldots, d\}$. We define two points: an intermediate point, $t_{\text {inter }}(x)$, and then finally the terminal point $t(x)$. First, we define $t_{\text {inter }}(x)$ componentwise via

$$
\left(t_{\text {inter }}(x)\right)_{i}= \begin{cases}N_{K, \alpha} & \text { if } x_{i}<N_{K, \alpha} \\ x_{i} & \text { if } x_{i} \geq N_{K, \alpha}\end{cases}
$$

Next, we define $t(x)$, whose $i$ th coordinate is

$$
t(x)_{i}=\left(t_{\text {inter }}(x)\right)_{i}-\left\lceil\frac{3}{\alpha}\right\rceil .
$$

We now construct a path, $\gamma_{x}^{1}=\gamma\left(x, t_{\text {inter }}(x)\right)$ connecting $x$ to $t_{\text {inter }}(x)$ in the following manner.

1. For $i \in J_{0}$ with $x_{i}<N_{K, \alpha}$, use the transitions $+e_{i}$ exactly $N_{K, \alpha}-x_{i}$ times. Repeat for each such $i \in J_{0}$, with the ordering of the elements of $J_{0}$ not important, and any will do.
2. Repeat the above for $J_{\ell}, \ell=1, \ldots, m$, taking the $\ell$ in sequential order ( $\ell=1$ first, $\ell=2$ second, etc.). The ordering of the elements of each $J_{\ell}$ is not important, and any will do.

Next, we now construct a path, $\gamma_{x}^{2}=\gamma\left(t_{\text {inter }}(x), t(x)\right)$ connecting $t_{\text {inter }}(x)$ to $t(x)$ in the following manner.

1. For $i \in J_{0}$, use the transitions $-e_{i}$ exactly $\left\lceil\frac{3}{\alpha}\right\rceil$ times. Repeat for each $i \in J_{0}$, with the ordering of the elements of $J_{0}$ not important, and any will do.
2. Repeat the above for $J_{\ell}, \ell=1, \ldots, m$, taking the $\ell$ in sequential order ( $\ell=1$ first, $\ell=2$ second, etc.). The ordering of the elements of each $J_{\ell}$ is not important, and any will do.

Finally, we take $\gamma_{x}=\gamma(x, t(x))$ to be the path that first moves along $\gamma_{x}^{1}$ and then along $\gamma_{x}^{2}$.
For example, consider the situation with $d=3$, and $J_{0}=\{1\}, J_{1}=\{2\}$, and $J_{3}=\{3\}$. We also assume that $\alpha=1$ so that $\left\lceil\frac{3}{\alpha}\right\rceil=3$. Then for $x=\left(N_{K, \alpha}-2, N_{K, \alpha}-1, N_{K, \alpha}+1\right) \in D^{c}$, we have

$$
t_{\text {inter }}(x)=\left(N_{K, \alpha}, N_{K, \alpha}, N_{K, \alpha}+1\right) \quad \text { and } \quad t(x)=\left(N_{K, \alpha}-3, N_{K, \alpha}-3, N_{K, \alpha}-2\right) .
$$

In this case, $\gamma_{x}^{1}$ is

$$
\begin{aligned}
& \left(\left(N_{K, \alpha}-2, N_{K, \alpha}-1, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-1, N_{K, \alpha}-1, N_{K, \alpha}+1\right),\right. \\
& \left.\quad\left(N_{K, \alpha}, N_{K, \alpha}-1, N_{K, \alpha}+1\right),\left(N_{K, \alpha}, N_{K, \alpha}, N_{K, \alpha}+1\right)\right),
\end{aligned}
$$

and $\gamma_{x}^{2}$ is

$$
\begin{aligned}
& \left(\left(N_{K, \alpha}, N_{K, \alpha}, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-1, N_{K, \alpha}, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-2, N_{K, \alpha}, N_{K, \alpha}+1\right),\right. \\
& \quad\left(N_{K, \alpha}-3, N_{K, \alpha}, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-3, N_{K, \alpha}-1, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-3, N_{K, \alpha}-2, N_{K, \alpha}+1\right), \\
& \left(N_{K, \alpha}-3, N_{K, \alpha}-3, N_{K, \alpha}+1\right),\left(N_{K, \alpha}-3, N_{K, \alpha}-3, N_{K, \alpha}\right),\left(N_{K, \alpha}-3, N_{K, \alpha}-3, N_{K, \alpha}-1\right), \\
& \left.\left(N_{K, \alpha}-3, N_{K, \alpha}-3, N_{K, \alpha}-2\right)\right) .
\end{aligned}
$$

Returning to the general case, we now observe the following.

- For each $x \in D$, we have $\left|\gamma_{x}\right|=\left\lceil\frac{3}{\alpha}\right\rceil d$. For $x \notin D$, we have $\left|\gamma_{x}^{1}\right| \leq N_{K, \alpha} d$ and $\left|\gamma_{x}^{2}\right|=$ $\left\lceil\frac{3}{\alpha}\right\rceil d$. Thus, $\left|\gamma_{x}\right|=\left|\gamma_{x}^{1}\right|+\left|\gamma_{x}^{2}\right| \leq N_{K, \alpha} d+\left\lceil\frac{3}{\alpha}\right\rceil d$. Therefore, condition (28) holds with $\bar{L}=N_{K, \alpha} d+\left\lceil\frac{3}{\alpha}\right\rceil d$.
- Each edge in $\gamma(x, t(x))$ must be within either $\left\lceil\frac{3}{\alpha}\right\rceil d+1$ transitions (if $x \in D$ ) or $N_{K, \alpha} d+\left\lceil\frac{3}{\alpha}\right\rceil d$ transitions (if $x \in D^{c}$ ) of $x$. Hence the number of such paths that a particular edge can be contained within is bounded and (29) holds.

Now we show that condition (30) holds. For $x \in D$, it holds that

$$
\begin{equation*}
\sup _{x \in D} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}\right)} \leq 1 \tag{52}
\end{equation*}
$$

since for $x \in D$, we used the same construction of $\gamma_{x}$ as in the proof of Corollary 2.6. Now we suppose that $x \in D^{c}$. By the construction of $\gamma_{x}^{1}$ and by the assumption that the distribution $\pi$ is of product-form, for any state $x_{m}$, with $m \geq 2$, contained within the path $\gamma_{x}^{1}$ we have

$$
\frac{\pi\left(x_{m-1}\right)}{\pi\left(x_{m}\right)}=\frac{\pi_{i}\left(x_{m-1, i}\right)}{\pi_{i}\left(x_{m-1, i}+1\right)} \quad \text { for some } i \text { for which } x_{i}<N_{K, \alpha}
$$

which is uniformly bounded, and where where we denoted the $i$ th component of $x_{m-1}$ by $x_{m-1, i}$. Hence,

$$
\begin{equation*}
\sup _{x \in D^{c}} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}^{1}\right)}<\infty . \tag{53}
\end{equation*}
$$

Next,

$$
\begin{align*}
\sup _{x \in D^{c}} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}^{2}\right)} & =\sup _{x \in D^{c}} \frac{\pi(x)}{\pi\left(t_{\text {inter }}(x)\right)} \cdot \frac{\pi\left(t_{\text {inter }}(x)\right)}{\pi_{\min }\left(\gamma_{x}^{2}\right)} \\
& \leq \sup _{x \in D^{c}} \frac{\pi(x)}{\pi\left(t_{\text {inter }}(x)\right)} \cdot \sup _{x \in D^{c}} \frac{\pi\left(t_{\text {inter }}(x)\right)}{\pi_{\min }\left(\gamma_{x}^{2}\right)}<\infty \tag{54}
\end{align*}
$$

where the term $\sup _{x \in D^{c}} \frac{\pi(x)}{\pi\left(t_{\text {inter }}(x)\right)}$ is finite due to (53), and the term $\sup _{x \in D^{c}} \frac{\pi\left(t_{\text {inter }}(x)\right)}{\pi_{\min }\left(\gamma_{x}^{2}\right)}$ is also finite by the same argument used in the proof of Corollary 2.6. Combining (53) and (54) yields

$$
\begin{equation*}
\sup _{x \in D^{c}} \frac{\pi(x)}{\pi_{\min }\left(\gamma_{x}\right)}<\infty . \tag{55}
\end{equation*}
$$

Combining (52) and (55) implies that (30) holds.
We now construct a set of paths $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ that satisfies (31). Let $N_{K}=N+K+1$ and let

$$
D_{K}:=\left\{x \in \mathbb{Z}_{\geq 0}^{d}: x_{i} \geq N_{K} \text { for each } i\right\} .
$$

Note that for any $x$ we have $t(x) \in D_{K}$, and that for any $y \in D_{K}$ all of the birth and death rates for each index $i \in\{1, \ldots, d\}$ at $y$ are lower bounded by $c_{\text {min }}$ due to conditions 2 and 3 in the statement of the corollary. Hence for each pair of states $x$ and $x^{\prime}$, we use exactly the same construction of $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ that we used in the proof of Corollary 2.6. We highlight that for any $z \in \gamma\left(t(x), t\left(x^{\prime}\right)\right)$ we have

$$
\min \left\{t(x)_{i}, t\left(x^{\prime}\right)_{i}\right\} \leq z_{i} \leq \max \left\{t(x)_{i}, t\left(x^{\prime}\right)_{i}\right\},
$$

by the construction of the path $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$. Hence $z \in D_{K}$ and the birth and death rates for each index $i$ is lower bounded by $c_{\text {min }}$. Therefore $\gamma\left(t(x), t\left(x^{\prime}\right)\right)$ is always an active path.

Now we show that (31) holds with the set of paths $\Gamma_{\mathcal{T}}$ we constructed above. First note that for each $y \in D$ we used exactly the same construction of $\gamma_{y}$ as in the proof of Corollary 2.6. Hence, by the same argument as in the proof of Corollary 2.6, and the fact that the path $\gamma\left(t(y), t\left(y^{\prime}\right)\right)$ below is necessarily active, we have that

$$
\begin{equation*}
\sum_{\substack{\left(y, y^{\prime}\right) \in D \times D \\ y \neq y^{\prime}}}\left|\gamma\left(t(y), t\left(y^{\prime}\right)\right)\right|\left(\frac{\pi(y) \pi\left(y^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(y), t\left(y^{\prime}\right)\right)\right)}\right)<\infty \tag{56}
\end{equation*}
$$

where it is important to notice that the sum is over pairs $D \times D$ and not $\mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d}$.
To expand the sum to all of $\mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d}$ we simply consider which states $x \in \mathbb{Z}_{\geq 0}^{d}$ get mapped to $y \in D$ via $t_{\text {inter }}$. Hence, for $y \in D$, we define $B_{y}=\left\{x \in \mathbb{Z}_{\geq 0}^{d}: y=t_{\text {inter }}(x)\right\}$. Note that there is a positive integer $c \geq 1$ for which

$$
\begin{equation*}
\sup _{y \in D}\left|B_{y}\right|:=c<\infty \tag{57}
\end{equation*}
$$

Next, note that by (53) there exists a $c^{\prime}>0$ so that for any $y \in D$ and any $x \in B_{y}$ we have $\pi(x) \leq c^{\prime} \pi\left(t_{\text {inter }}(x)\right)=c^{\prime} \pi(y)$. Thus,

$$
\begin{aligned}
& \sum_{\substack{\left(x, x^{\prime}\right) \in \mathbb{Z}_{\geq 0}^{d} \times \mathbb{Z}_{\geq 0}^{d} \\
x \neq x^{\prime}}}\left|\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right|\left(\frac{\pi(x) \pi\left(x^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(x), t\left(x^{\prime}\right)\right)\right)}\right) \\
& \leq c\left(c^{\prime}\right)^{2} \sum_{\substack{\left(y, y^{\prime}\right) \in D \times D \\
y \neq y^{\prime}}}\left|\gamma\left(t(y), t\left(y^{\prime}\right)\right)\right|\left(\frac{\pi(y) \pi\left(y^{\prime}\right)}{\pi_{\min }\left(\gamma\left(t(y), t\left(y^{\prime}\right)\right)\right)}\right),
\end{aligned}
$$

which is finite by (56) (and we remind that $t(x)=t(y)$ for any $x \in B_{y}$. Hence, (31) holds.
Finally, note that (32) holds due to the existence of $c_{\text {min }}$ in the statement of Corollary 2.8. Hence, the proof is complete.

Example 2.2. Let $X(t)=\left(X_{1}(t), X_{2}(t), X_{3}(t)\right)$ be a Markov chain modeling the number of customers in queues $A, B$, and $C$, respectively. We assume that the customers who have been served at queue $A$ immediately move to $B$, and then move to $C$ when the service at $B$ is completed. Once a customer at queue $C$ is served, the customer leaves the queuing system. The service time at each queue $A, B$ and $C$ is exponentially distributed with the rates $\lambda_{A}, \lambda_{B}$, and $\lambda_{C}$, respectively. The arrival time at queue $A$ is also exponentially distributed with the rate $\lambda_{0}$. We represent the system pictorially via the image below.

$$
\xrightarrow{\lambda_{0}} B \xrightarrow{\lambda_{A}} B \xrightarrow{\lambda_{B}} C
$$

We further assume that the number of servers on each queue is infinite (i.e. the system is an $\mathrm{M} / \mathrm{M} / \infty$ system). Hence, the rate of service at each queue is proportional to the current number of customers; this implies that the transition rate from queue $A$ to $B, B$ to $C$, and $C$ to outside the system at time $t$ is $\lambda_{A} X_{1}(t), \lambda_{B} X_{2}(t)$, and $\lambda_{C} X_{3}(t)$, respectively. By well known results (see one of $[9,35,46])$ the stationary distribution for this model is a product of Poissons

$$
\pi(x)=e^{-\left(\frac{\lambda_{0}}{\lambda_{A}}+\frac{\lambda_{A}}{\lambda_{B}}+\frac{\lambda_{B}}{\lambda_{C}}\right)} \frac{\left(\lambda_{0} / \lambda_{A}\right)^{x_{1}}}{x_{1}!} \cdot \frac{\left(\lambda_{A} / \lambda_{B}\right)^{x_{2}}}{x_{2}!} \cdot \frac{\left(\lambda_{B} / \lambda_{C}\right)^{x_{3}}}{x_{3}!}, \quad x \in \mathbb{Z}_{\geq 0}^{d} .
$$

Hence, condition 1 in Corollary 2.8 holds. Furthermore, if we let $J_{0}=\{1\}, J_{1}=\{2\}$ and $J_{2}=$ $\{3\}$, then conditions 2 and 3 in Corollary 2.8 also hold. Consequently, by Corollary 2.8, the conditions of Assumption 2.2 hold. So, by Theorem 2.5 the process $X$ is exponentially ergodic and the mixing time $\tau_{\varepsilon}^{x}$ is bounded above by $C|\ln (\pi(x))|$ for some constant $C>0$.

### 2.4 Key Examples

In this section, we analyze two examples from our motivating class of models: stochastic reaction networks (which will be formally introduced in Section 3). The first example, Example 2.3, demonstrates the necessity of our new theory to handle our models of interest. In particular, we show that an existing geometric method (related to the "canonical path method") is not powerful enough to prove exponential ergodicity for the provided model, but our theory-specifically Corollary 2.8 -is able to prove that the spectral gap is strictly positive. In our second example, Example 2.4 , we provide a time-reversible stochastic reaction network (which is also detailed-balanced in the sense of [33]) and prove that it is not exponentially ergodic. This example demonstrates the necessity of our assumption 2 in Corollary 2.6 and assumptions 2 and 3 in Corollary 2.8 (that transitions of the form $\pm e_{i}$ have positive rates under certain conditions). Moreover, we believe this to be the first detailed-balanced model (and, hence, the first complex-balanced model, see Definition D. 1 and Theorem 3.1) in the stochastic reaction network literature to be proven to not be exponentially ergodic.

Before moving to Example 2.3, we briefly discuss some existing theory pertaining to the canonical path method (see for instance [42, Chapter 3] or [18, Section 3.3]), which was the motivating theory for the present work. Consider a positive recurrent continuous-time Markov chain $X$ with irreducible state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and stationary distribution $\pi$. We again denote by $q(z, w)$ the transition rate from state $z$ to state $w$. We recall that we denote a directed edge between $z$ and $w$ by $(z, w)$, and we write $(z, w) \in \gamma\left(x, x^{\prime}\right)$ if $(z, w)$ is an edge in the path $\gamma\left(x, x^{\prime}\right)$. Similarly to as we
did in Assumption 2.2, we let

$$
\begin{equation*}
\Gamma=\left\{\gamma\left(x, x^{\prime}\right) \text { or } \gamma\left(x^{\prime}, x\right) \text { but not both : } x, x^{\prime} \in \mathbb{S} \text { with } x \neq x^{\prime}\right\} \tag{58}
\end{equation*}
$$

that contains precisely one active, directed path for each pair of states. We then define the so-called "congestion ratio",

$$
\begin{equation*}
C_{\mathrm{cr}}(\Gamma):=\sup _{(z, w)}\left(\frac{1}{q(z, w) \pi(z)} \sum_{\substack{x, x^{\prime}: \\(z, w) \in \gamma\left(x, x^{\prime}\right)}}\left|\gamma\left(x, x^{\prime}\right)\right| \pi(x) \pi\left(x^{\prime}\right)\right) \tag{59}
\end{equation*}
$$

where the supremum is taken over all directed edges $(z, w)$ and the sum is over pairs of states, $x, x^{\prime} \in \mathbb{S}$, for which $(z, w)$ is an edge in $\gamma\left(x, x^{\prime}\right)$. Note that if $(z, w) \in \gamma\left(x, x^{\prime}\right)$, then $q(z, w)>0$ because the path is active. Note that, very loosely, we should expect $C_{\text {cr }}(\Gamma)$ to be large if there is an edge, $(z, w)$, which many paths go through.

We can now state the basic idea of the method. If there exists a set of paths $\Gamma$ for which $C_{\mathrm{cr}}(\Gamma)<\infty$, then the spectral gap is lower bounded by $1 / C_{\mathrm{cr}}(\Gamma)$. Of course, if $C_{\mathrm{cr}}(\Gamma)=\infty$ then there is no hope of using this method and it stands silent.

Example 2.3. Consider a continuous-time Markov chain defined on $\mathbb{Z}_{\geq 0}^{2}$ with transition rates given as follows: denoting the elementary basis vectors by $e_{1}=(1,0)^{\top}$ and $e_{2}=(0,1)^{\top}$, for each $x=\left(x_{1}, x_{2}\right)^{\top} \in \mathbb{Z}_{\geq 0}^{2}$

$$
\begin{aligned}
& q\left(x, x+e_{1}\right)=\kappa_{1} x_{2}, \\
& q\left(x, x-e_{1}\right)=\kappa_{2} x_{1} x_{2}, \\
& q\left(x, x+e_{2}\right)=\kappa_{3}, \\
& q\left(x, x-e_{2}\right)=\kappa_{4} x_{2},
\end{aligned}
$$

for some positive constants $\kappa_{1}, \kappa_{2}, \kappa_{3}, \kappa_{4} \in \mathbb{R}_{>0}$. In Example 3.5 of Section 3 we will see that this model arises via consideration of the stochastic reaction network with associated graph


Biologically, this system would model the creation and destruction of a molecule/protein of type $X_{2}$, that acts as a catalyst for the creation and destruction of a molecule/protein of type $X_{1}, \mathbb{Z}_{\geq 0}^{2}$ is irreducible and by Theorem 3.1 (originally found in [9]), the model has stationary distribution

$$
\begin{equation*}
\pi(x)=e^{-\kappa_{1} / \kappa_{2}-\kappa_{3} / \kappa_{4}} \cdot \frac{\left(\kappa_{1} / \kappa_{2}\right)^{x_{1}}}{x_{1}!} \cdot \frac{\left(\kappa_{3} / \kappa_{4}\right)^{x_{2}}}{x_{2}!}, \quad x \in \mathbb{Z}_{\geq 0}^{2} \tag{60}
\end{equation*}
$$

It is straightforward to check that this model is time-reversible (and detailed balanced in the sense of [33], which implies time-reversibility but is not equivalent to it [20,34]).

The Lyapunov function techniques developed in [12] to demonstrate exponential ergodicity for stochastic reaction networks do not work in a straightforward manner for this model (these authors could not develop a suitable Foster-Lyapunov function). Thus, we turn to spectral methods. We
will show that the canonical path method, as discussed in this sub-section above, stands silent for this model, but that our new techniques are strong enough to prove the desired result.

To show that the canonical path method stands silent, it suffices to show that $C_{\mathrm{cr}}(\Gamma)=\infty$ for any choice of paths $\Gamma$. Hence, we let $\Gamma$ be an arbitrary set of active paths of the form (58). For each positive integer $n \geq 1$ we let $z_{n}=(n, 0)^{\top}$ and $w_{n}=(n, 1)^{\top}$. Finally, we let $y_{0} \in \mathbb{Z}_{\geq 0}^{2}$ be a fixed state.

Note that $\Gamma$ must contain an infinite number of active paths from a set $\left\{\gamma\left(z_{n}, y_{0}\right)\right\}_{n \geq 1}$ and/or an infinite number of active paths from a set $\left\{\gamma\left(y_{0}, z_{n}\right)\right\}_{n \geq 1}$. Also note that each such active path $\gamma\left(z_{n}, y_{0}\right)$ contains the directed edge $\left(z_{n}, w_{n}\right)$ whereas each active path $\gamma\left(y_{0}, z_{n}\right)$ contains the directed edge $\left(w_{n}, z_{n}\right)$. This follows because the only transition starting at $z_{n}=(n, 0)^{\top}$ ends in $w_{n}=(n, 1)^{\top}$, and the only transition ending in $z_{n}=(n, 0)^{\top}$ starts at $w_{n}=(n, 1)^{\top}$.

We first assume that $\Gamma$ contains an infinite number of active paths from a set $\left\{\gamma\left(z_{n}, y_{0}\right)\right\}_{n \geq 1}$. Denoting these active paths by $\gamma\left(z_{n_{k}}, y_{0}\right)$ with a sub-sequence $n_{k}$ such that $n_{k} \rightarrow \infty$, as $k \rightarrow \infty$, we have (by only considering the one particular edge $\left(z_{n_{k}}, w_{n_{k}}\right)$ )

$$
\begin{aligned}
C_{\mathrm{cr}}(\Gamma) & \geq \frac{1}{q\left(z_{n_{k}}, w_{n_{k}}\right) \pi\left(z_{n_{k}}\right)}\left|\gamma\left(z_{n_{k}}, y_{0}\right)\right| \pi\left(z_{n_{k}}\right) \pi\left(y_{0}\right) \\
& =\frac{1}{\kappa_{3}}\left|\gamma\left(z_{n_{k}}, y_{0}\right)\right| \pi\left(y_{0}\right),
\end{aligned}
$$

where we use that $q\left(z_{n_{k}}, w_{n_{k}}\right)=\kappa_{3}$ for each $n_{k}$. The right-hand side necessarily goes to $\infty$ as $k \rightarrow \infty$, since $\left|\gamma\left(z_{n_{k}}, y_{0}\right)\right| \rightarrow \infty$ and $\pi\left(y_{0}\right)$ is fixed. In the same way, we can also show $C_{\mathrm{cr}}(\Gamma)=\infty$ for the case when $\Gamma$ contains infinitely many active paths from the set $\left\{\gamma\left(y_{0}, z_{n}\right)\right\}_{n \geq 1}$. Hence we have that the canonical path method stands silent for this model.

However, the main method we propose in this paper successfully shows exponential ergodicity of this model. First, condition 1 in Corollary 2.8 clearly holds because of the form of the stationary distribution given in (60). Also conditions 2 and 3 in Corollary 2.8 hold with $J_{0}=\{2\}, J_{1}=\{1\}$, and $N=1$.

We turn to our next example, demonstrating the necessity of our key assumptions.
Example 2.4. Consider a continuous-time Markov chain with the transition rates given as follows: for each $x=\left(x_{1}, x_{2}\right)^{\top} \in \mathbb{Z}_{\geq 0}^{2}$

$$
\begin{aligned}
& q\left(x, x+e_{1}+e_{2}\right)=1 \\
& q\left(x, x-e_{1}-e_{2}\right)=x_{1} x_{2} \\
& q\left(x, x+e_{2}\right)=x_{2}, \text { and } \\
& q\left(x, x-e_{2}\right)=x_{2}\left(x_{2}-1\right) .
\end{aligned}
$$

Note that $\mathbb{Z}_{\geq 0}^{d}$ is irreducible. This model arises as the stochastic mass-action system of Section 3 associated to the reaction graph


Theorem 3.1 implies that the stationary distribution of this model is

$$
\begin{equation*}
\pi(x)=e^{-2} \frac{1}{x_{1}!} \cdot \frac{1}{x_{2}!}, \quad x \in \mathbb{Z}_{\geq 0}^{2} . \tag{61}
\end{equation*}
$$

It is straightforward to check that this Markov chain is time-reversible. To do so, one just needs to verify the following two equalities for all $x \in \mathbb{Z}_{\geq 0}^{2}$

$$
\begin{aligned}
\pi(x) q\left(x, x+e_{1}+e_{2}\right) & =\pi\left(x+e_{1}+e_{2}\right) q\left(x+e_{1}+e_{2}, x\right) \\
\pi(x) q\left(x, x+e_{2}\right) & =\pi\left(x+e_{2}\right) q\left(x+e_{2}, x\right)
\end{aligned}
$$

Verification is straightforward, and is left to the reader. It is further not complicated (by using techniques of reaction network theory such as deficiency and the tree-like structure of the network [24,28,39]) to show that the model is detailed balanced in the sense of [33], which implies timereversibility but is not equivalent to it $[20,34]$. By Theorem 2.3, it is enough to demonstrate that $\operatorname{gap}(\mathcal{E})=0$ to prove the model is not $L^{2}$ exponentially ergodic. (Moreover, because the model is time-reversible, even the weaker form of exponential convergence given by (iii) in Theorem 2.3 does not hold.) Hence, by (13), it is sufficient to show that

$$
\begin{equation*}
\frac{1}{2} \inf \left\{\sum_{x, y \in \mathbb{Z}_{\geq 0}^{2}} q(x, y)[f(y)-f(x)]^{2} \pi(x): f \in \mathcal{B}_{c}, \pi(f)=0, \pi\left(f^{2}\right)=1\right\}=0 \tag{62}
\end{equation*}
$$

where, as always, $\mathcal{B}_{c}$ is the set of functions with bounded support.
Let

$$
f_{n}(x)=c_{n} I_{n}(x)-d_{n},
$$

where $I_{n}$ is the indicator function on $\{(n, 0),(n+1,1)\}$ and $c_{n}$ and $d_{n}$ will be chosen so that $\pi\left(f_{n}\right)=0$ and $\pi\left(f_{n}^{2}\right)=1$. It is straightforward to check that these conditions imply

$$
c_{n}^{2}=\frac{1}{\pi(n, 0)+\pi(n+1,1)-(\pi(n, 0)+\pi(n+1,1))^{2}} .
$$

From (61), the dominant term in the denominator is $\pi(n, 0)=e^{-2} \frac{1}{n!}$. Hence, we conclude that

$$
c_{n}^{2} \approx e^{2} \cdot n!
$$

Now we compute the term in (62) with $f_{n}$. We just have to consider those transitions taking us in to and out of the set $\{(n, 0),(n+1,1)\}$. We have (the first two are the only possible transitions out of the set and the next two are the two transitions that can take you in):

$$
\begin{align*}
& q((n+1,1),(n+2,2))\left[f_{n}(n+2,2)-f_{n}(n+1,1)\right]^{2} \pi(n+1,1) \\
& \quad+q((n+1,1),(n+1,2))\left[f_{n}(n+1,2)-f_{n}(n+1,1)\right]^{2} \pi(n+1,1) \\
& \quad+q((n+2,2),(n+1,1))\left[f_{n}(n+1,1)-f_{n}(n+2,2)\right]^{2} \pi(n+2,2)  \tag{63}\\
& \quad+q((n+1,2),(n+1,1))\left[f_{n}(n+1,1)-f_{n}(n+1,2)\right]^{2} \pi(n+1,2) \\
& =c_{n}^{2}[2 \pi(n+1,1)+2(n+2) \pi(n+2,2)+2 \pi(n+1,2)] .
\end{align*}
$$

Thus, combining $c_{n}^{2} \approx e^{2} n$ ! with (61), we have that the term above satisfies

$$
\approx 2 \cdot n!\frac{1}{(n+1)!}+2(n+2) \cdot n!\frac{1}{2(n+2)!}+2 \cdot n!\frac{1}{2(n+1)!},
$$

which goes to zero, as $n \rightarrow \infty$. Hence, the infimum of (62) is zero. Thus, for this particular model, $\operatorname{gap}(\mathcal{E})=0$ and it is not exponentially ergodic.

Now we can ask: what would have been different in the above calculation if we further allow transitions of the form $\pm e_{i}$ (i.e., what if the model satisfied the assumptions of our Corollaries 2.6 and 2.8)? Because of the presence of a rate for $+e_{1}$ that is lower bounded (by, say, $\lambda>0$ ), we would get the following term added to (63)

$$
q((n, 0),(n+1,0))\left[f_{n}(n+1,0)-f_{n}(n, 0)\right]^{2} \pi(n, 0) \geq \lambda c_{n}^{2} \pi(n, 0) \approx \lambda \cdot n!\cdot \frac{1}{n!}=1
$$

Hence, we could not have concluded that the gap was zero in this new scenario. Of course, in this new scenario we know the gap is strictly positive by our Corollaries 2.6 and 2.8.

## 3 Applications to stochastic reaction networks

In this section we explore the applicability of our results to a wide class of continuous-time Markov chains used heavily in biochemistry, ecology, and epidemiology. The models are referred to as stochastic reaction networks. We will provide the necessary definition of the models under consideration in Section 3.1, then examine a specific example, and finally prove exponential ergodicity for large families of stochastic reaction networks that are of particular interest to the community.

### 3.1 Reaction networks and their associated stochastic model

We give a minimal introduction to reaction networks and their associated dynamical systems. For a more thorough introduction, see [13]. We begin with the definition of a reaction network.

Definition 3.1. A reaction network is given by a triple of finite sets $(\mathcal{S}, \mathcal{C}, \mathcal{R})$ where:

1. The species set $\mathcal{S}=\left\{X_{1}, X_{2}, \cdots, X_{d}\right\}$ contains the species of the reaction network.
2. The reaction set $\mathcal{R}=\left\{R_{1}, R_{2}, \cdots, R_{r}\right\}$ consists of ordered pairs $\left(y, y^{\prime}\right) \in \mathcal{R}$, with $y \neq y^{\prime}$, where

$$
\begin{equation*}
y=\sum_{i=1}^{d} y_{i} X_{i} \quad \text { and } \quad y^{\prime}=\sum_{i=1}^{d} y_{i}^{\prime} X_{i} \tag{64}
\end{equation*}
$$

and where the values $y_{i}, y_{i}^{\prime} \in \mathbb{Z}_{\geq 0}$ are the stoichiometric coefficients. We will write reactions $\left(y, y^{\prime}\right)$ as $y \rightarrow y^{\prime}$, and refer to $y$ as the source complex and $y^{\prime}$ as the product complex.
3. The complex set $\mathcal{C}$ consists of the linear combinations of the species in (64). Specifically, $\mathcal{C}=\left\{y: y \rightarrow y^{\prime} \in \mathcal{R}\right\} \cup\left\{y^{\prime}: y \rightarrow y^{\prime} \in \mathcal{R}\right\}$.

Note that when we are working in a general setting we are denoting our species via $X_{1}, \ldots, X_{d}$. However, when a specific model is under consideration, such as that found in Figure 1, more suggestive notation is often utilized (for example, in that model $X_{p}$ and $Y_{p}$ are the " p "hosporolated versions of certain proteins).

Depending on the context, $y$ can denote either the linear combination in (64) or the vector whose $i$-th component is $y_{i}$, i.e. $y=\left(y_{1}, y_{2}, \cdots, y_{d}\right)^{\top} \in \mathbb{Z}_{\geq 0}^{d}$. For example, when $\mathcal{S}=$ $\left\{X_{1}, X_{2}, \ldots, X_{d}\right\}, y=2 X_{1}+X_{2}$ is associated with $(2,1,0,0, \ldots, 0)^{\top} \in \mathbb{Z}_{\geq 0}^{d}$. When $y=$ $(0,0, \ldots, 0)^{\top}$, we denote the complex by $\emptyset$. This complex is used for the death of species, such as $X_{1} \rightarrow \emptyset$, or the production of species from outside of the system, such as $\emptyset \rightarrow X_{1}$.

The triple of sets found in Definition 3.1 is most often illustrated with a reaction graph in which the nodes are the complexes, each complex is written exactly one time (even if it appears in more than one reaction), and the directed edges are given by the reactions.

Example 3.1. The reaction graph

$$
S+E \rightleftarrows S E \rightarrow E+P
$$

has $\mathcal{S}=\{S, E, S E, P\}, \mathcal{C}=\{S+E, S E, E+P\}$ and $\mathcal{R}=\{S+E \rightarrow S E, S E \rightarrow S+E, S E \rightarrow$ $E+P\}$. This is a standard model for substrate-enzyme kinetics.

### 3.1.1 Stochastic model

Given a reaction network ( $\mathcal{S}, \mathcal{C}, \mathcal{R}$ ), a (stochastic) kinetics is an assignment of a rate or intensity function $\lambda_{y \rightarrow y^{\prime}}: \mathbb{Z}_{\geq 0}^{d} \rightarrow \mathbb{R}_{\geq 0}$ to each reaction $y \rightarrow y^{\prime} \in \mathcal{R}$. We then call $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$ a stochastic reaction system. The change in species counts is modeled by means of a continuous-time Markov chain with state space $\mathbb{Z}_{\geq 0}^{d}$, whose transition rates are given by

$$
q\left(x, x^{\prime}\right)=\sum_{\substack{y \rightarrow y^{\prime} \in \mathcal{R} \\ y^{\prime}-y=x^{\prime}-x}} \lambda_{y \rightarrow y^{\prime}}(x),
$$

where the sum is over those reactions whose occurrence causes a net change that is precisely $x^{\prime}-x$. In case of an explosion occurring at a finite-time $T_{\infty}$, we consider $X(t)=\Delta$ for any $t \geq T_{\infty}$, where $\Delta$ is a cemetery state not contained in $\mathbb{Z}_{\geq 0}^{d}$ [40]. The infinitesimal generator $\mathcal{A}$ of the associated Markov process acts on functions via the operation

$$
\begin{align*}
\mathcal{A} f(x) & =\sum_{x^{\prime}} q\left(x, x^{\prime}\right)\left(f\left(x^{\prime}\right)-f(x)\right) \\
& =\sum_{y \rightarrow y^{\prime} \in \mathcal{R}} \lambda_{y \rightarrow y^{\prime}}(x)\left(f\left(x+y^{\prime}-y\right)-f(x)\right), \tag{65}
\end{align*}
$$

for any function $f$ in its domain satisfying $f(\Delta)=0$.
A popular choice of stochastic kinetics is given by (stochastic) mass-action kinetics, where for any reaction $y \rightarrow y^{\prime} \in \mathcal{R}$

$$
\begin{equation*}
\lambda_{y \rightarrow y^{\prime}}(x)=\kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} \frac{x_{i}!}{\left(x_{i}-y_{i}\right)!} \mathbb{1}_{\left\{x_{i} \geq y_{i}\right\}} \tag{66}
\end{equation*}
$$

for reaction constant $\kappa_{y \rightarrow y^{\prime}}$. We denote $\mathcal{K}=\left\{\kappa_{y \rightarrow y^{\prime}}\right\}$. When the intensity functions are given by mass-action kinetics we write the stochastic system as $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$.

Note that the first three conditions of Assumption 2.1 automatically hold for mass-action systems. However, the fourth condition (non-explosivity) may not.

### 3.2 Exponential ergodicity for stochastic reaction systems

We start this section with an example on how to use our results in the context of stochastic reaction networks. We then proceed to state general results pertaining models related to complex-balancing (but not necessarily complex-balanced).

Example 3.2. Consider the following mass-action system, with the rate constants written next to the associated reaction:

$$
X_{1} \underset{\kappa_{1}}{\stackrel{\delta}{\rightleftarrows}} 0 \underset{\delta}{\underset{\kappa_{2}}{\rightleftarrows}} X_{2} \quad 2 X_{1} \stackrel{\rho}{\leftrightarrows} X_{1}+X_{2} \stackrel{\rho}{\longrightarrow} 2 X_{2}
$$

This is model where particles of both types promote their own creations via the auto-catalytic reactions $X_{1}+X_{2} \rightarrow 2 X_{1}$ and $X_{1}+X_{2} \rightarrow 2 X_{2}$. Auto-catalytic models have been extensively studied in biochemistry and related mathematical questions have been popularised in [44]. Here we assume that the degradation rates of both types of particles is the same, which is not unrealistic in many concrete examples where degradation is due to homogeneous dilution. We further assume that the two molecules are equally likely to be produced via the auto-catalytic mechanism. The above example has been studied in [19], where it is proved that the model is positive recurrent and the stationary distribution is given by

$$
\pi(x)=\frac{M}{x_{1}!x_{2}!} \frac{\Gamma\left(x_{1}+\gamma_{1}\right) \Gamma\left(x_{2}+\gamma_{2}\right)}{\Gamma\left(x_{1}+x_{2}+\gamma_{1}+\gamma_{2}\right)}\left(\frac{\kappa_{1}+\kappa_{2}}{\delta}\right)^{x_{1}+x_{2}}
$$

where $\Gamma$ denotes the Gamma function,

$$
\gamma_{1}=\frac{\delta \kappa_{1}}{\rho\left(\kappa_{1}+\kappa_{2}\right)}, \quad \gamma_{2}=\frac{\delta \kappa_{2}}{\rho\left(\kappa_{1}+\kappa_{2}\right)},
$$

and $M$ is a normalizing constant that can be explicitly calculated as

$$
M=\frac{\Gamma\left(\gamma_{1}+\gamma_{2}\right)}{\Gamma\left(\gamma_{1}\right) \Gamma\left(\gamma_{2}\right)} e^{-\frac{\kappa_{1}+\kappa_{2}}{\delta}} .
$$

Note that in this case, for each $x \in \mathbb{Z}_{\geq 0}^{2}$ with $x_{1} \geq 1$ we have

$$
\frac{\pi(x)}{\pi\left(x-e_{1}\right)}=\frac{1}{x_{1}} \frac{x_{1}+\gamma_{1}-1}{x_{1}+x_{2}+\gamma_{1}+\gamma_{2}-1} \frac{\kappa_{1}+\kappa_{2}}{\delta} \leq \frac{1}{x_{1}} \frac{\kappa_{1}+\kappa_{2}}{\delta} .
$$

In particular, if $\sqrt{x_{1}} \geq\left(\kappa_{1}+\kappa_{2}\right) / \delta$ then

$$
\frac{\pi(x)}{\pi\left(x-e_{1}\right)} \leq \frac{1}{\sqrt{x_{1}}}
$$

Similarly, if $x_{2} \geq \min \left\{1,\left(\kappa_{1}+\kappa_{2}\right)^{2} / \delta^{2}\right\}$ we have

$$
\frac{\pi(x)}{\pi\left(x-e_{2}\right)} \leq \frac{1}{\sqrt{x_{2}}}
$$

Hence, by Corollary 2.6 we can conclude that the model is exponentially ergodic, the second condition of Corollary 2.6 being guaranteed by the presence of the reactions $X_{1} \rightleftharpoons 0 \rightleftharpoons X_{2}$.

Our results can potentially apply to all models whose stationary distribution is known to a certain extent, as in Example 3.2, provided that the assumptions of Corollary 2.6 or the more general Corollary 2.8 are satisfied. Much effort has been devoted to calculating the exact form of the stationary distribution for families of stochastic reaction networks, a classical example being [9]. The results of [9] have been extended in [8]. In [31], Theorem 3.1 stated below has been extended and systematically utilized to calculate the stationary distributions for a variety of models, notably auto-catalytic models, and the computational package CASTANET is developed. Further characterizations of the stationary distributions of auto-catalytic networks are given in [30], and even further analysis on the form of the stationary distributions for families of stochastic reaction systems is in the recent paper [29]. The main scope of this section, however, is not to investigate the full applicability of our results in the setting of stochastic reaction networks, but to merely suggest examples of applications. Hence, for the sake of simplicity, we do not state here the results obtained in [8,29-31], and limit our applications to the classical Theorem 3.1, stated below, which is a slightly stronger version of the classical result contained in [9].

### 3.2.1 Reaction networks related to complex-balancing

A special case of particular relevance in reaction network theory is given by complex-balanced mass-action systems: these are mass-action systems $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ for which there exists a positive vector $c \in \mathbb{R}_{>0}^{d}$ satisfying

$$
\sum_{\substack{y^{\prime} \in \mathcal{C}: \\ y \rightarrow y^{\prime} \in \mathcal{R}}} \kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} c_{i}^{y_{i}}=\sum_{\substack{y^{\prime} \in \mathcal{C}: \\ y^{\prime} \rightarrow y \in \mathcal{R}}} \kappa_{y^{\prime} \rightarrow y} \prod_{i=1}^{d} c_{i}^{y_{i}^{\prime}},
$$

for each fixed complex $y \in \mathcal{C}$. In this case, the vector $c$ is termed a complex-balanced equilibrium. The study of complex-balanced networks dates back to [27,33], where necessary and sufficient conditions for its existence are given, and has an important role in the development of reaction network theory. We give a minimal introduction in Section D, where we explain why the vector $c$ is called an equilibrium.

We will apply our theory to a class of stochastic reaction systems that are related to complexbalancing, but are not necessarily complex-balanced themselves. To this aim, the only result we need from the literature is the following one, which is proven in [14] and extends previous work done in [6, 9, 21].

Theorem 3.1. Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a mass-action system with a complex-balanced equilibrium $c \in \mathbb{R}_{>0}^{d}$. Consider the stochastic process $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ given by the stochastic reaction system $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$ where the rate functions are of the form

$$
\begin{equation*}
\lambda_{y \rightarrow y^{\prime}}(x)=\kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} \prod_{j=0}^{y_{i}-1} \theta_{i}\left(x_{i}-j\right) \tag{67}
\end{equation*}
$$

for the same rate constants $\kappa_{y \rightarrow y^{\prime}}$ as in $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ and some functions $\theta_{i}: \mathbb{Z} \rightarrow \mathbb{R}_{\geq 0}$ satisfying

$$
\begin{align*}
\theta_{i}(n) & =0 \quad \text { if and only if } n \leq 0  \tag{68}\\
\lim _{j \rightarrow \infty} \theta_{i}(j) & =\infty . \tag{69}
\end{align*}
$$

Then, $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ is non-explosive and admits the stationary distribution

$$
\begin{equation*}
\pi(x)=M \prod_{i=1}^{d} \frac{c_{i}^{x_{i}}}{\prod_{j=1}^{x_{i}} \theta_{i}(j)}, \quad \text { for each } x \in \mathbb{Z}_{\geq 0}^{d} \tag{70}
\end{equation*}
$$

where $M$ is a positive normalizing constant and the empty product is to be considered equal to 1 .
Remark 3.1. Note that stochastic mass-action kinetics satisfies (67), (68), and (69) with the choice

$$
\theta_{i}(j)= \begin{cases}j & \text { if } j \geq 1  \tag{71}\\ 0 & \text { otherwise }\end{cases}
$$

In this case, (70) is a product-form Poisson distribution.
We can state the following results.
Theorem 3.2. Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a mass-action system with a complex-balanced equilibrium $c \in \mathbb{R}_{>0}^{d}$, such that

$$
\left\{X_{i} \rightarrow 0: X_{i} \in \mathcal{S}\right\} \bigcup\left\{0 \rightarrow X_{i}: X_{i} \in \mathcal{S}\right\} \subseteq \mathcal{R}
$$

Consider the stochastic process $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ given by the stochastic reaction system $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$ where the rate functions are of the form

$$
\lambda_{y \rightarrow y^{\prime}}(x)=\kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} \prod_{j=0}^{y_{i}-1} \theta_{i}\left(x_{i}-j\right)
$$

for the same rate constants $\kappa_{y \rightarrow y^{\prime}}$ as in $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ and some functions $\theta_{i}: \mathbb{Z} \rightarrow \mathbb{R}_{\geq 0}$ satisfying

$$
\begin{array}{ll}
\theta_{i}(n)=0 & \text { if } n \leq 0 \\
\theta_{i}(n) \geq n^{\beta} & \text { if } n>0
\end{array}
$$

for some $\beta \in \mathbb{R}_{>0}$. Then, $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ is exponentially ergodic in $L^{2}$.
Proof. First of all, note that the presence of the reactions $0 \rightarrow X_{i}$ and $X_{i} \rightarrow 0$ for each $X_{i} \in \mathcal{S}$ guarantees the irreducibility of the state space $\mathbb{Z}_{\geq 0}^{d}$. Theorem 3.1 implies the process $\{X(t), t \in$ $\left.\mathbb{R}_{>0}\right\}$ is non-explosive and has a unique stationary distribution $\pi$ satisfying

$$
\frac{\pi(x)}{\pi\left(x-e_{i}\right)}=\frac{c_{i}}{\theta_{i}\left(x_{i}\right)} \leq \frac{c_{i}}{x_{i}^{\beta}},
$$

hence for any $0<\alpha<\beta$ and for any large enough $x_{i}$ we have

$$
\frac{\pi(x)}{\pi\left(x-e_{i}\right)} \leq \frac{1}{x_{i}^{\alpha}}
$$

The first condition of Corollary 2.6 holds, and the second condition is satisfied by the presence of the reactions $0 \rightarrow X_{i}$ and $X_{i} \rightarrow 0$ for each $X_{i} \in \mathcal{S}$ :

$$
\inf _{x \in \mathbb{Z}_{\geq 0}^{d}} q\left(x, x+e_{i}\right) \geq \kappa_{0 \rightarrow X_{i}} \quad \text { and } \quad \inf _{\substack{x \in \mathbb{Z} \\ x_{i} \geq 1}} q\left(x, x-e_{i}\right) \geq \inf _{x_{i} \geq 1} \kappa_{X_{i} \rightarrow 0} \theta_{i}\left(x_{i}\right)=\kappa_{X_{i} \rightarrow 0} .
$$

The proof is then concluded by the application of Corollary 2.6

A natural corollary follows from the application of Theorem 3.2 to the particular case of massaction kinetics.

Corollary 3.3. Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a mass-action system with a complex-balanced equilibrium $c \in \mathbb{R}_{>0}^{d}$, such that

$$
\left\{X_{i} \rightarrow \emptyset: X_{i} \in \mathcal{S}\right\} \bigcup\left\{\emptyset \rightarrow X_{i}: X_{i} \in \mathcal{S}\right\} \subseteq \mathcal{R}
$$

Then, the associated process is exponentially ergodic in $L^{2}$. Moreover, for any fixed $\varepsilon>0$ there exists $C_{\varepsilon} \in \mathbb{R}_{>0}$ such that $\tau_{x}^{\varepsilon} \leq C_{\varepsilon}\|x\| \ln (\|x\|)$, for any $x \in \mathbb{Z}_{\geq 0}^{d} \backslash\{0\}$.

Proof. The proof follows from direct application of Theorem 3.2 to the specific choice of rate functions (71) as discussed in Remark 3.1. The bound on the mixing time follows from the conclusions of Theorem 2.5 and from the fact that $\pi$ is a product-form Poisson distribution.

Before applying the more general Corollary 2.8 to stochastic reaction networks, we show examples of applications of Theorems 3.2 and Corollary 3.3

Example 3.3. Consider the stochastic mass-action system $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ associated with the following reaction network, where the rate constants are written next to the associated reaction:


It is easy to check that $c=(1,1)$ is a complex-balanced equilibrium. Furthermore

$$
\left\{X_{1} \rightarrow \emptyset, X_{2} \rightarrow \emptyset\right\} \bigcup\left\{\emptyset \rightarrow X_{1}, \emptyset \rightarrow X_{2}\right\} \subset \mathcal{R}
$$

Hence, by Corollary 3.3 the model is exponentially ergodic in $L^{2}$ and for any $\varepsilon \in \mathbb{R}_{>0}$ we have $\tau_{x}^{\varepsilon}=O(\|x\| \ln (\|x\|))$.

Example 3.4. Consider a stochastic mass-action $\operatorname{system}(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ associated with the following reaction network:


The model describes coexisting individuals of two types ( $X_{1}$ and $X_{2}$ ). The individuals of type $X_{2}$ fight against each other (modelled by $2 X_{2} \rightarrow X_{2}$ ) and individuals of type $X_{1}$ naturally become individuals of type $X_{2}$. Such behaviour is similar, for example, to those of territorial fishes, where individuals of type $X_{1}$ can be interpreted as young offspring eventually becoming adult. We include inflows and outflows of both types of individuals, which makes sense if for example we study a portion of water that fishes can freely enter or exit.

Since the network is not strongly connected (or, in the language of reaction network theory, weakly reversible), it is known that it cannot be complex-balanced for any choice of rate constants $[27,32,33]$. However, the associated stochastic process has the same distribution as the one associated with the network

with the following choice of kinetics:

$$
\begin{aligned}
\lambda_{0 \rightarrow X_{1}}(x) & =\kappa_{0 \rightarrow X_{1}} & & \lambda_{0 \rightarrow X_{2}}(x)=\kappa_{0 \rightarrow X_{2}} \\
\lambda_{X_{1} \rightarrow 0}(x) & =\kappa_{X_{1} \rightarrow 0} \theta_{1}\left(x_{1}\right) & & \lambda_{X_{2} \rightarrow 0}(x)=\kappa_{X_{2} \rightarrow 0} \theta_{2}\left(x_{2}\right) \\
\lambda_{X_{1} \rightarrow X_{2}}(x) & =\kappa_{X_{1} \rightarrow X_{2}} \theta_{1}\left(x_{1}\right) & &
\end{aligned}
$$

where

$$
\theta_{1}(n)=\left\{\begin{array}{ll}
n & \text { if } n \geq 0 \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad \theta_{2}(n)=\left\{\begin{array}{ll}
n+\frac{\kappa_{2 X_{2} \rightarrow X_{2}}}{\kappa_{X_{2} \rightarrow 0}} n(n-1) & \text { if } n \geq 0 \\
0 & \text { otherwise }
\end{array} .\right.\right.
$$

By classical theory developed in $[27,32,33]$ we know that ( 73 ), as a mass-action system, is complex-balanced for any choice of rate constants (it is weakly reversible and its deficiency is 0 ). Hence, we can apply Theorem 3.2 and conclude that our original model is exponentially ergodic.

We now relax Theorem 3.2 and Corollary 3.3 to allow for the birth and death of certain species to be catalyzed by other species. The proofs are a direct application of Corollary 2.8, exactly as the proofs of Theorem 3.2 and Corollary 3.3 were a direct application of Corollary 2.6, so we will omit them.

Theorem 3.4. Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a mass-action system with a complex-balanced equilibrium $c \in \mathbb{R}_{>0}^{d}$, such that:

1. there exists a non-empty subset $\mathcal{S}_{0} \subset \mathcal{S}$ so that for each $i \in \mathcal{S}_{0}$ we have

$$
\left\{X_{i} \rightarrow \emptyset, \emptyset \rightarrow X_{i}\right\} \subseteq \mathcal{R}
$$

2. there exist disjoint subsets of $\mathcal{S}_{1}, \ldots, \mathcal{S}_{m} \subset \mathcal{S}$ so that $\left\{\mathcal{S}_{0}, \mathcal{S}_{1}, \ldots, \mathcal{S}_{m}\right\}$ is a partition of $\mathcal{S}$, such that for each $i \in J_{\ell}$ with $\ell \geq 1$, we have
(i) $N_{j i}^{+} X_{j} \rightarrow N_{j i}^{+} X_{j}+X_{i}$ for some $j \in \mathcal{S}_{0} \cup \cdots \cup \mathcal{S}_{\ell-1}$ with some $N_{j i}^{+} \in \mathbb{Z}_{\geq 0}$, and
(ii) $N_{j i}^{-} X_{j}+X_{i} \rightarrow N_{j i}^{-} X_{j}$ for some $j \in \mathcal{S}_{0} \cup \cdots \cup \mathcal{S}_{\ell-1}$ with some $N_{j i}^{-} \in \mathbb{Z}_{\geq 0}$.

Consider the stochastic process $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ given by the stochastic reaction system $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$ where the rate functions are of the form

$$
\lambda_{y \rightarrow y^{\prime}}(x)=\kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} \prod_{j=0}^{y_{i}-1} \theta_{i}\left(x_{i}-j\right)
$$

for the same rate constants $\kappa_{y \rightarrow y^{\prime}}$ as in $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ and some functions $\theta_{i}: \mathbb{Z} \rightarrow \mathbb{R}_{\geq 0}$ satisfying

$$
\begin{array}{ll}
\theta_{i}(n)=0 & \text { if } n \leq 0 \\
\theta_{i}(n) \geq n^{\beta} & \text { if } n>0
\end{array}
$$

for some $\beta \in \mathbb{R}_{>0}$. Then, $\left\{X(t), t \in \mathbb{R}_{>0}\right\}$ is exponentially ergodic in $L^{2}$.
Corollary 3.5. Let $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ be a mass-action system with a complex-balanced equilibrium $c \in \mathbb{R}_{>0}^{d}$, such that:

1. there exists a non-empty subset $\mathcal{S}_{0} \subset \mathcal{S}$ so that for each $i \in \mathcal{S}_{0}$ we have

$$
\left\{X_{i} \rightarrow \emptyset, \emptyset \rightarrow X_{i}\right\} \subseteq \mathcal{R}
$$

2. there exist disjoint subsets of $\mathcal{S}_{1}, \ldots, \mathcal{S}_{m} \subset \mathcal{S}$ so that $\left\{\mathcal{S}_{0}, \mathcal{S}_{1}, \ldots, \mathcal{S}_{m}\right\}$ is a partition of $\mathcal{S}$, such that for each $i \in J_{\ell}$ with $\ell \geq 1$, we have
(i) $N_{j i}^{+} X_{j} \rightarrow N_{j i}^{+} X_{j}+X_{i}$ for some $j \in \mathcal{S}_{0} \cup \cdots \cup \mathcal{S}_{\ell-1}$ with some $N_{j i}^{+} \in \mathbb{Z}_{\geq 0}$, and
(ii) $N_{j i}^{-} X_{j}+X_{i} \rightarrow N_{j i}^{-} X_{j}$ for some $j \in \mathcal{S}_{0} \cup \cdots \cup \mathcal{S}_{\ell-1}$ with some $N_{j i}^{-} \in \mathbb{Z}_{\geq 0}$.

Then, the associated process is exponentially ergodic in $L^{2}$. Moreover, for any fixed $\varepsilon>0$ there exists $C_{\varepsilon} \in \mathbb{R}_{>0}$ such that $\tau_{x}^{\varepsilon} \leq C_{\varepsilon}\|x\| \ln (\|x\|)$, for any $x \in \mathbb{Z}_{\geq 0}^{d} \backslash\{0\}$.

Example 3.5. The Markov chain given in Example 2.3 models the copy numbers of chemical species $X_{1}$ and $X_{2}$ involved in the reaction system

with mass action kinetics. The model is complex-balanced for any choice of rate constants [27,32, 33]. Hence, the Markov chain is exponentially ergodic since the conditions in Corollary 3.5 hold. Note that $X_{2}$ catalyzes the birth and death of $X_{1}$.
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## A Technical results related to relevant operators

In this brief section, we suppose that $X$ is an irreducible and positive-recurrent continuous-time Markov chain with countable state space $\mathbb{S} \subset \mathbb{Z}^{d}$ and stationary distribution $\pi$ that satisfies Assumption 2.1. We let $P_{t}$ denote the semigroup operator on $L^{2}(\pi)$ associated with $X$ defined by $P_{t} f(x)=\mathbb{E}_{x}\left[f\left(X_{t}\right)\right]$, and denote the infinitesimal generator by $\mathcal{A}$ and its domain in $L^{2}(\pi)$ by $\operatorname{Dom}(\mathcal{A})$.

The first two results are standard (for example, see [26]) but are required for our proofs and so are included for completeness. In particular, they allow us to utilize the results from Chapter 1 of [26] (especially Proposition 1.5, which we use throughout). The third result is required for the proof of Theorem 2.3. It is straightforward, but we were not able to find it in the literature and so include it here.

Lemma A.1. $P_{t}$ is a contraction on $L^{2}(\pi)$. That is, for $f \in L^{2}(\pi)$, we have $\left\|P_{t} f\right\|_{L^{2}(\pi)}^{2} \leq\|f\|_{L^{2}(\pi)}^{2}$.
Lemma A.2. $P_{t}$ is strongly continuous on $L^{2}(\pi)$. That is, for $f \in L^{2}(\pi)$, we have $\lim _{t \rightarrow 0} P_{t} f=f$, in $L^{2}(\pi)$.
Lemma A.3. For $f \in \operatorname{Dom}(\mathcal{A})$ with $\|f\|_{\infty}<\infty$, the sum

$$
\sum_{x \in \mathbb{S}} \pi(x) P_{t} f(x) \mathcal{A} P_{t} f(x)
$$

converges uniformly over $t \geq 0$.
Proof. Let $K_{n} \subset K_{n+1}$ be an increasing sequence of compact sets with $\cup_{n} K_{n}=\mathbb{S}$. Denote $f(t)=\sum_{x \in \mathbb{S}} \pi(x) P_{t} f(x) \mathcal{A} P_{t} f(x)$ and $f_{n}(t)=\sum_{x \in K_{n}} \pi(x) P_{t} f(x) \mathcal{A} P_{t} f(x)$. Also denote $a_{n}=$ $\sqrt{\sum_{x \in K_{n}^{c}} \pi(x)}$, and note that $a_{n} \rightarrow 0$, as $n \rightarrow \infty$. Then, because $\left|P_{t} f(x)\right| \leq\|f\|_{\infty}$ and $\mathcal{A} P_{t} f=$ $P_{t} \mathcal{A} f$ (see [26, Proposition 1.5]), we have

$$
\begin{align*}
& \left|f(t)-f_{n}(t)\right| \leq \sum_{x \in K_{n}^{c}} \pi(x)\left|P_{t} f(x)\right|\left|\mathcal{A} P_{t} f(x)\right| \\
& \leq \sqrt{\sum_{x \in K_{n}^{c}} \pi(x)\left|P_{t} f(x)\right|^{2}} \sqrt{\sum_{x \in K_{n}^{c}} \pi(x)\left|P_{t} \mathcal{A} f(x)\right|^{2}}  \tag{Cauchy-Schwarz}\\
& \leq\|f\|_{\infty} \sqrt{\sum_{x \in K_{n}^{c}} \pi(x)} \sqrt{\sum_{x \in \mathbb{S}} \pi(x)\left|P_{t} \mathcal{A} f(x)\right|^{2}} \quad\left(\left|P_{t} f(x)\right| \leq\|f\|_{\infty} \text { and converted } K_{n}^{c} \text { to } \mathbb{S}\right. \text { ) } \\
& \\
& \leq\left(\|f\|_{\infty}\|\mathcal{A} f\|_{L^{2}(\pi)}\right) \cdot a_{n},
\end{align*}
$$

where in the final inequality we used that $P_{t}$ is a contraction on $L^{2}(\pi)$. Hence, the convergence is uniform in $t \geq 0$.

## B Proof of Lemma 2.1

Proof of Lemma 2.1. Let $f \in \mathcal{B}_{c}$ and let $K \subset \mathbb{S}$ denote the support of $f$. We write $|K|$ for the number of elements in $K$ (which is finite). Let

$$
C_{1}=|K| \cdot\|f\|_{\infty} \max _{z \in K} \sup _{x \in \mathbb{S} \backslash\{z\}} q(x, z)<\infty,
$$

which is finite because of condition (iii) of Assumption 2.1. Next, let

$$
C_{2}=|K| \cdot\|f\|_{\infty}\left(\max _{x \in K} q_{x}\right)<\infty
$$

which is finite by condition (ii) of Assumption 2.1. Let $\hat{\mathcal{A}}$ be the linear operator defined by (7). If $f \in \operatorname{Dom}(\mathcal{A})$ then $\mathcal{A}=\hat{\mathcal{A}}$, and that is what we aim to prove. For $x \in \mathbb{S}$

$$
|\hat{\mathcal{A}} f(x)| \leq \sum_{z \in \mathbb{S} \backslash\{x\}}|f(z)-f(x)| q(x, z) \leq \sum_{z \in K}|f(z)| q(x, z)+|f(x)| \sum_{z \in \mathbb{S} \backslash\{x\}} q(x, z) \leq C_{1}+C_{2}
$$

We now show that $\mathcal{B}_{c} \subset \operatorname{Dom}(\mathcal{A})$. Let $f \in \mathcal{B}_{c}$. By [7, Theorem 4], we have that

$$
f(X(t))-f(X(0))-\int_{0}^{t} \hat{\mathcal{A}} f(X(s)) d s
$$

is a $\left\{\mathcal{F}_{t}^{X}\right\}$-martingale, where $\left\{\mathcal{F}_{t}^{X}\right\}$ is the filtration generated by $(X(t))_{t \geq 0}$. Therefore, for $x \in \mathbb{S}$,

$$
\begin{equation*}
\frac{\mathbb{E}_{x}[f(X(t))]-f(x)}{t}-\hat{\mathcal{A}} f(x)=\mathbb{E}_{x}\left[\frac{1}{t} \int_{0}^{t}(\hat{\mathcal{A}} f(X(s))-\hat{\mathcal{A}} f(x)) d s\right] \tag{74}
\end{equation*}
$$

which converges to zero, as $t \rightarrow 0$, since $\hat{\mathcal{A}} f(X(s)) \rightarrow \hat{\mathcal{A}} f(x)$ almost surely by condition (ii) of Assumption 2.1 and because the integrand is bounded by $2\|\hat{\mathcal{A}} f\|_{\infty} \leq 2\left(C_{1}+C_{2}\right)$. Moreover,

$$
\sum_{x \in \mathbb{S}} \pi(x)\left(\hat{\mathcal{A}} f(x)-\frac{\mathbb{E}_{x}[f(X(t))]-f(x)}{t}\right)^{2} \rightarrow 0, \quad \text { as } t \rightarrow 0
$$

since we have pointwise convergence (in $x \in \mathbb{S}$ ) from above and, again, a uniform bound on the right-hand side of (74) (from the uniform bound on $\hat{\mathcal{A}} f$ ).

## C Proof of Lemma 2.2

Proof of Lemma 2.2. Combining Assumption 2.1 and the boundedness of $\|f\|_{\infty}$ demonstrates that the sum in the definition of $\mathcal{E}^{*}(f)$ converges absolutely,

$$
\sum_{x, z \in \mathbb{S}}(f(x)-f(z))^{2} \pi(x) q(x, z) \leq 4\|f\|_{\infty}^{2} \sum_{x \in \mathbb{S}} q_{x} \pi(x)<\infty
$$

as does the sum for $\mathcal{E}(f, f)$,

$$
\sum_{x, z \in \mathbb{S}}|f(x)(f(z)-f(x)) \pi(x) q(x, z)| \leq 2\|f\|_{\infty}^{2} \sum_{x \in \mathbb{S}} q_{x} \pi(x)<\infty
$$

Hence, we can rearrange the terms of the sums to find the following,

$$
\begin{align*}
2 \mathcal{E}(f, f)-2 \mathcal{E}^{*}(f) & =-2 \sum_{x, z \in \mathbb{S}} f(x)(f(z)-f(x)) \pi(x) q(x, z)-\sum_{x, z \in \mathbb{S}}(f(x)-f(z))^{2} \pi(x) q(x, z) \\
& =\sum_{x, z \in \mathbb{S}} f(x)^{2} \pi(x) q(x, z)-\sum_{x, z \in \mathbb{S}} f(z)^{2} \pi(x) q(x, z) \\
& =\sum_{x \in \mathbb{S}} f(x)^{2} \pi(x) \sum_{z \in \mathbb{S}} q(x, z)-\sum_{x, z \in \mathbb{S}} f(z)^{2} \pi(x) q(x, z) \\
& =\sum_{x \in \mathbb{S}} f(x)^{2} \sum_{z \in \mathbb{S}} \pi(z) q(z, x)-\sum_{x, z \in \mathbb{S}} f(z)^{2} \pi(x) q(x, z)  \tag{75}\\
& =\sum_{x, z \in \mathbb{S}} f(x)^{2} \pi(z) q(z, x)-\sum_{x, z \in \mathbb{S}} f(z)^{2} \pi(x) q(x, z)=0
\end{align*}
$$

where to get the equality (75) we used (6). Hence $\mathcal{E}(f, f)=\mathcal{E}^{*}(f)$.

## D Deterministic model and complex-balanced systems

Given a reaction network ( $\mathcal{S}, \mathcal{C}, \mathcal{R}$ ), a (deterministic) kinetics is an assignment of a function $\lambda_{y \rightarrow y^{\prime}}$ : $\mathbb{R}_{\geq 0}^{d} \rightarrow \mathbb{R}_{\geq 0}$ to each reaction $y \rightarrow y^{\prime} \in \mathcal{R}$. We then call $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$ a deterministic reaction system, and the associated ordinary differential equation governing the dynamics of the model is

$$
\begin{equation*}
x(t)=x(0)+\sum_{y \rightarrow y^{\prime} \in \mathcal{R}}\left(y^{\prime}-y\right) \int_{0}^{t} \lambda_{y \rightarrow y^{\prime}}(x(s)) d s \tag{76}
\end{equation*}
$$

where we recall that $y, y^{\prime}$ are vectors in $\mathbb{Z}_{\geq 0}^{d}$. Note that $y^{\prime}-y$ is the vector describing the net gain of each species due to one instance of the reaction $y \rightarrow y^{\prime}$.

A popular choice of kinetics is given by (deterministic) mass-action kinetics, where the form of the kinetics is given by

$$
\lambda_{y \rightarrow y^{\prime}}^{D}(x)=\kappa_{y \rightarrow y^{\prime}} \prod_{i=1}^{d} x_{i}^{y_{i}}:=\kappa_{y \rightarrow y^{\prime}} x^{y}
$$

for some positive constant $\kappa_{y \rightarrow y^{\prime}}$, called a reaction constant, where we take $0^{0}=1$ and where we define the notation $x^{y}$ above. We denote $\mathcal{K}=\left\{\kappa_{y \rightarrow y^{\prime}}\right\}$ and in the case of a deterministic massaction system we write the system as $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ as opposed to $\left(\mathcal{S}, \mathcal{C}, \mathcal{R},\left\{\lambda_{y \rightarrow y^{\prime}}\right\}\right)$. In the reaction graphs, the rate constants are typically placed next to the reaction arrow as in $y \xrightarrow{\kappa_{y \rightarrow y^{\prime}}} y^{\prime}$ when we need to incorporate them. See Figure 1 for an example of this methodology.

A fixed-point of (76) is said to be a complex-balanced equilibrium if, at equilibrium, each complex has the following property: the total flux into the complex (according to the reaction graph) is equal to the total flux out of the complex (according to the reaction graph).
Definition D.1. A deterministic mass-action system $(\mathcal{S}, \mathcal{C}, \mathcal{R}, \mathcal{K})$ is complex-balanced if the system (76) admits a positive vector $c \in \mathbb{R}_{>0}^{d}$ such that for each complex $y \in \mathcal{C}$,

$$
\begin{equation*}
\sum_{\substack{y^{\prime} \in \mathcal{C} \\ y \rightarrow y^{\prime} \in \mathcal{R}}} \kappa_{y \rightarrow y^{\prime} c^{y}}=\sum_{\substack{y^{\prime} \in \mathcal{C} \\ y^{\prime} \rightarrow y \in \mathcal{R}}} \kappa_{y^{\prime} \rightarrow y} c^{y^{\prime}} . \tag{77}
\end{equation*}
$$

It is shown in [33] that a vector $c$ satisfying (77) is necessarily a steady state of (76) and is called a complex-balanced equilibrium. In $[27,32,33]$ it is further shown that if a complexbalanced equilibrium exists, then necessarily all positive steady states of the mass-action system are complex-balanced. Sufficient and necessary conditions for complex-balancing are also given, and the stability of complex-balanced equilibria is studied.
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