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Abstract. Let \( \Gamma(,\lambda) \) be smooth, i.e. \( C^\infty \), embeddings from \( \Omega \) onto \( \Omega^\lambda \), where \( \Omega \) and \( \Omega^\lambda \) are bounded domains with smooth boundary in the complex plane and \( \lambda \) varies in \( I = [0, 1] \). Suppose that \( \Gamma \) is smooth on \( \Omega \times I \) and \( f \) is a smooth function on \( \partial \Omega \times I \). Let \( u(,\lambda) \) be the harmonic functions on \( \Omega^\lambda \) with boundary values \( f(,\lambda) \). We show that \( u(\Gamma(,\lambda),\lambda) \) is smooth on \( \Omega \times I \). Our main result is proved for suitable H"older spaces for the Dirichlet and Neumann problems with parameter. By observing that the regularity of solutions of the two problems with parameter is not local, we show the existence of smooth embeddings \( \Gamma(,\lambda) \) from \( D \), the closure of the unit disc, onto \( \Omega^\lambda \) such that \( \Gamma \) is smooth on \( D \times I \) and real analytic at \( (\sqrt{-1}, 0) \) \( \in D \times I \), but for every family of Riemann mappings \( R(,\lambda) \) from \( \Omega^\lambda \) onto \( D \), the function \( R(\Gamma(,\lambda),\lambda) \) is not real analytic at \( (\sqrt{-1}, 0) \) \( \in D \times I \).

1. Introduction

Let \( k \geq 0 \) be an integer and \( 0 < \alpha < 1 \). Let \( \Omega^\lambda \) \( (0 \leq \lambda \leq 1) \) be a family of bounded domains in \( \mathbb{C} \) of \( C^{k+1+\alpha} \) boundary. Let \( f^\lambda \) and \( g^\lambda \) be \( C^\alpha \) functions on \( \partial \Omega^\lambda \). We consider the Dirichlet problem with parameter

\[
\Delta u^\lambda = 0 \quad \text{on} \quad \Omega^\lambda, \quad u^\lambda = f^\lambda \quad \text{on} \quad \partial \Omega^\lambda.
\]

By analogy, the Neumann problem with parameter is

\[
\Delta v^\lambda = 0 \quad \text{on} \quad \Omega^\lambda, \quad \partial_{\nu^\lambda} v^\lambda = g^\lambda \quad \text{on} \quad \partial \Omega^\lambda.
\]

Here \( \Delta \) is the Laplacian and \( \nu^\lambda \) is the outer unit normal vector of \( \partial \Omega^\lambda \). For the existence and uniqueness of solutions \( v^\lambda \), we impose conditions

\[
\int_{\partial \Omega^\lambda} g^\lambda \, d\sigma^\lambda = 0, \quad \int_{\partial \Omega^\lambda} v^\lambda \, d\sigma^\lambda = 0,
\]

with \( d\sigma^\lambda \) being the arc-length element of \( \partial \Omega^\lambda \). We are interested in the regularity of solutions \( u^\lambda, v^\lambda \) in the parameter \( \lambda \). To state our results, we first define two Hölder spaces. Let integers \( k, j \) satisfy \( k \geq j \geq 0 \). By an element \( \{u^\lambda\} \) in \( C^{k+\alpha,j}(\partial \Omega) \) (resp. \( C^{k+\alpha,j}(\Omega) \)) we mean a family of functions \( u^\lambda \) on \( \partial \Omega \) (resp. \( \Omega \)) such that, for every integer \( i \) with \( 0 \leq i \leq j \), \( \lambda \to \partial^i u^\lambda \) is a continuous map from \( [0, 1] \) into \( C^{k-i+\alpha}(\partial \Omega) \) (resp. \( C^{k-i+\alpha}(\Omega) \)). We will prove the following.
Proposition 1.1. Let non-negative integers \(l, k \) and \( j \) satisfy \( k \geq j \) and \( k + 1 \geq l \geq j \). Let \( \Omega \) be a bounded domain in \( \mathbb{C} \) with \( C^{k+1+\alpha} \) boundary. Let \( \Gamma^\lambda \) (\( \lambda \in [0, 1] \)) embed \( \overline{\Omega} \) onto \( \Omega^\lambda \subset \mathbb{C} \) with \( \{\Gamma^\lambda\} \) in \( C^{k+1+\alpha,j} \). Assume that \( f^\lambda \) and \( g^\lambda \) are functions on \( \partial \Omega^\lambda \) such that \( \{f^\lambda \circ \Gamma^\lambda\} \) is in \( C^{1+\alpha,j} \) and \( \{g^\lambda \circ \Gamma^\lambda\} \) is in \( C^{k+\alpha,j} \). For each \( \lambda \), let \( u^\lambda \in C^{\alpha}(\overline{\Omega^\lambda}) \) be the unique solution to (1.1) and let \( v^\lambda \in C^\alpha(\overline{\Omega^\lambda}) \) be the unique solution to (1.2). Then \( \{u^\lambda \circ \Gamma^\lambda\} \) is in \( C^{1+\alpha,j} \) and \( \{v^\lambda \circ \Gamma^\lambda\} \) is in \( C^{k+1+\alpha,j} \).

We observe that if a function \( u \) is harmonic on the unit disc \( \mathbb{D} \) and is continuous on \( \overline{\mathbb{D}} \), then the product \( b(\lambda)u(z) \) for a function \( b \) on \([0, 1]\) is still harmonic on \( \mathbb{D} \). Thus, even if \( |b| \) is real analytic near a point \( (p, 0) \in \mathbb{D} \times [0, 1] \), \( bu \) might not be \( C^1 \) near the same point \( (p, 0) \in \mathbb{D} \times [0, 1] \). Such an example is provided when \( u|_{\partial \mathbb{D}} \) vanishes near \( p \) but is not identically zero and \( b \) is continuous on \([0, 1]\) but not differentiable at \( 0 \). Therefore, the regularity of solutions for the Dirichlet problem with parameter is not a local property. By contrast, the harmonic function \( u \) must be \( C^\omega \) near \( p \in \mathbb{D} \) when \( u|_{\partial \mathbb{D}} \) is \( C^\omega \) near \( p \in \partial \mathbb{D} \). The observation leads us to demonstrate the failure of the local Schwarz reflection principle with parameter by the following result.

Theorem 1.2. There are embeddings \( \Gamma(\cdot, \lambda) \) from \( \mathbb{D} \) onto \( \Omega^\lambda \) such that \( \Gamma \) is \( C^\infty \) on \( E = \mathbb{D} \times [0, 1] \) and real analytic at \((1, 0) \in E \), but \( R(\Gamma(\lambda, \cdot), \lambda) \) is not real analytic at \((1, 0) \in E \) for every family of Riemann mappings \( R(\cdot, \lambda) \) from \( \overline{\Omega^\lambda} \) onto \( \mathbb{D} \).

The existences of solutions \( u^\lambda \), \( v^\lambda \) in Proposition 1.1 are classical results; see Kellogg [8] for the Dirichlet problem and Miranda [11] (p. 84) for work of Giraud on the Neumann problem. For a higher dimensional Dirichlet problem, see Gilbarg- Trudinger [4], p. 211, Theorem 8.34). The reader is referred to [1] for extensive references. We will use the Fredholm theory on compact integral operators. Of course, the compactness of the integral operators is valid when the parameter is fixed and it will play important roles in our arguments, although there is no compactness when all variables are considered. With some modifications, we will follow Kellogg’s approach to the Dirichlet problem ([8]–[9]). For instance, by constructing a second resolvent, Kellogg proved the \( C^{1+\beta} \)-regularity of the solutions to the Dirichlet problem for \( C^{1+\alpha} \) boundary ([7]). Instead, we will obtain the regularity of solutions to the Dirichlet problem via the integral equations associated to the Neumann problem. The reduction can be achieved because solving the Dirichlet problem on a simply connected planar domain can be reduced to finding a harmonic conjugate of the solution. We do not meet difficulties in the reduction for multi-connected domains. Using the Cauchy transform, we will also refine Kellogg’s original arguments to recover a loss of regularity. We mention that Courant proved a version of Carathéodory’s Riemann mapping theorem for variable Jordan domains (see [14], p. 383). Courant’s theorem implies the continuous, i.e. \( C^0 \), dependence of solutions to the Dirichlet problems for Jordan domains with parameter. One of the applications of solutions of the planar Dirichlet problem is Kellogg’s theorem on the boundary regularity of Riemann mappings for Jordan domains of \( C^{1+\alpha} \) boundary ([7]). Warschawski proved the sharp version of Kellogg’s Riemann mapping theorem for Jordan domains of \( C^{k+\alpha} \) boundary for all \( k > 0 \) ([16], [17]); see also Pommerenke [13] (p. 49). As an immediate consequence of Proposition 1.1 we get a parameter version of Kellogg’s Riemann mapping theorem in Corollary 9.4.

The paper is organized as follows.
In section 2, we define various Hölder spaces for domains and functions with parameter. We discuss the dependence of function spaces on the parameterizations of domains and their boundaries. Section 3 contains some standard estimates on Cauchy transform (see Vekua [15]). We present details, as the arguments are used in the parameter case. In section 4, we refine Kellogg’s estimates on kernels for the integral equations; lacking a reference to the sharp regularity on solutions to the integral equations, we provide some details. These arguments are generalized in section 5 for the parameter case. In section 6, after collecting results about compact operators for the Dirichlet and Neumann problems, we deduce the $C^{1}$ regularity of solutions of the integral equation for the Dirichlet problem in Lemma 6.3.

Section 7 consists of our main results about the regularity of solutions of integral equations with parameter. For the proofs, we differentiate integral equations and orthogonal projections onto the null spaces of $I \pm K_{\lambda}$ and $I \pm (K_{\lambda})^*$ for fixed parameter $\lambda$. In section 8, we thoroughly discuss the Hölder spaces defined in section 2 before we define the spaces for exterior domains with parameter. In section 9, we solve the real analytic integral equations for the Dirichlet and Neumann problems with a real analytic parameter. Our main results, Theorems 9.2 and 1.2, are proved in section 9. Proposition 1.1 is contained in Theorem 9.2.

Note that when domains $\Omega_{\lambda}$ are fixed and only the boundary values vary with a parameter, our results essentially follow from the solutions of Dirichlet and Neumann problems without parameter. Furthermore, the results hold for general Hölder spaces with parameter (see the remark at the end of section 9). With Hölder spaces to be defined in section 2 we state the following open problem.

**Problem A.** Let $k, l, j$ be non-negative integers. Let $l \leq k + 1$ and $0 < \alpha < 1$. Let $\Gamma_{\lambda}$ embed $\Omega$ onto $\Omega_{\lambda}$, where $\Omega$ and $\Omega_{\lambda}$ are bounded domains in $C$. Let $u_{\lambda} \in C^{0}(\Omega_{\lambda})$ be harmonic functions on $\Omega_{\lambda}$. Suppose that $\partial \Omega \in C^{k+1+\alpha}$, $\Gamma \in C^{k+1+\alpha,j}(\Omega)$, and $\{u_{\lambda} \circ \Gamma_{\lambda}\} \in C^{l+\alpha,j}(\partial \Omega)$. Is $\{u_{\lambda} \circ \Gamma_{\lambda}\}$ in $C^{l+\alpha,j}(\Omega)$ for $j > 0$?

We would expect that, with minor modifications, analogous results for the Dirichlet and Neumann problems with parameter hold for the higher dimensional case. However, precise regularities remain to be studied. In our estimates for planar domains, we will take advantage of the Cauchy kernel in the proof of Proposition 5.2. Besides the higher dimensional Dirichlet and Neumann problems, the following problem remains open.

**Problem B.** Let $n \geq 2$. Let $\Omega_{1}^{\lambda}$ and $\Omega_{2}^{\lambda}$ be two $C^{\infty}$ families of bounded domains in $C^{n}$ with $C^{\infty}$ boundaries. Assume that $\Omega_{1}^{\lambda}$ and $\Omega_{2}^{\lambda}$ are biholomorphically equivalent for each $\lambda \in [0, 1]$. Does there exist a family of biholomorphic maps $f_{\lambda}$ mapping $\Omega_{1}^{\lambda}$ onto $\Omega_{2}^{\lambda}$ for $\lambda \in [0, 1]$ such that $\lambda \mapsto f_{\lambda}$ depends smoothly on $\lambda$?

2. Hölder spaces for interior domains with parameter

To deal with the Dirichlet problem with parameter, we will introduce two types of Hölder spaces with parameter, $C^{k+\alpha,j}(\Omega_{T})$ and $B^{k+\alpha,j}(\Omega_{T})$. Both are suitable for the formulation and proofs of our results. In this paper the parameter $\lambda$ will vary in $[0, 1]$, unless it is restricted to a subinterval.

We first define spaces when a domain is fixed. Let $k, j$ be non-negative integers and let $0 \leq \alpha < 1$. Let $\Omega$ be a bounded domain in $C$. Let $C^{k+\alpha}(\Omega)$ be the standard Hölder spaces with norm $| \cdot |_{k+\alpha}$ on $\Omega$. Let $u_{\lambda}$ be a family of functions on $\Omega$. 
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We say that \( \{u^\lambda\} \) belongs to \( B^{k+\alpha,j}_s(\Omega) \), abbreviated by \( u = \{u^\lambda\} \in B^{k+\alpha,j}_s(\Omega) \), if \( \lambda \to \partial^j_\theta u^\lambda \) maps \([0,1]\) continuously into \( C^k(\Omega) \) and boundedly into \( C^{k+\alpha}(\Omega) \) for each \( i \) with \( 0 \leq i \leq j \). We say \( \{u^\lambda\} \in C^{k+\alpha,j}_s(\Omega) \) if \( \partial^j_\theta u^\lambda \) maps \([0,1]\) continuously into \( C^{k+\alpha}(\Omega) \) for \( 0 \leq i \leq j \). We define \( B^{k+\alpha,j}_s(\partial\Omega) \) and its subspace \( C^{k+\alpha,j}_s(\partial\Omega) \) by substituting \( \Omega \) with \( \partial\Omega \) in \( C^{k+\alpha}\cap C^1 \) in the above expressions.

Next, we define spaces on domains with parameter. Let \( \Gamma^\lambda \) \((0 \leq \lambda \leq 1)\) be a family of \( C^1 \) embeddings from \( \Omega \) onto \( \Omega^\lambda \), and let \( \gamma^\lambda \) \((0 \leq \lambda \leq 1)\) be a family of \( C^1 \) embeddings from \( \partial\Omega \) onto \( \partial\Omega^\lambda \). Suppose that \( u^\lambda \) is a family of functions on \( \Omega^\lambda \) or on \( \partial\Omega^\lambda \). Define the following:

- \( \{u^\lambda\} \in B^{k+\alpha,j}_s(\Omega^\Gamma) \) if \( \{u^\lambda \circ \Gamma^\lambda\} \in B^{k+\alpha,j}_s(\Omega) \);
- \( \{u^\lambda\} \in C^{k+\alpha,j}_s(\Omega^\Gamma) \) if \( \{u^\lambda \circ \Gamma^\lambda\} \in C^{k+\alpha,j}_s(\Omega) \);
- \( \{u^\lambda\} \in B^{k+\alpha,j}_s(\partial\Omega^\gamma) \) if \( \{u^\lambda \circ \gamma^\lambda\} \in B^{k+\alpha,j}_s(\partial\Omega) \);
- \( \{u^\lambda\} \in C^{k+\alpha,j}_s(\partial\Omega^\gamma) \) if \( \{u^\lambda \circ \gamma^\lambda\} \in C^{k+\alpha,j}_s(\partial\Omega) \).

For integers \( k \geq j \geq 0 \), define

\[
B^{k+\alpha,j}_s(\Omega^\Gamma) = \bigcap_{i=0}^j B^{k-i+\alpha,i}_s(\Omega^\Gamma), \quad C^{k+\alpha,j}_s(\Omega^\Gamma) = \bigcap_{i=0}^j C^{k-i+\alpha,i}_s(\Omega^\Gamma).
\]

Substituting \( \Omega^\Gamma \) with \( \partial\Omega^\gamma \) in the above identities, we define \( B^{k+\alpha,j}_s(\partial\Omega^\gamma) \) and \( C^{k+\alpha,j}_s(\partial\Omega^\gamma) \); dropping the subscripts \( \Gamma \) and \( \gamma \) from the above identities, we define \( B^{k+\alpha,j}_s(\Omega) \), \( B^{k+\alpha,j}_s(\partial\Omega) \), \( B^{k+\alpha,j}_s(\partial\Omega^\gamma) \) and \( C^{k+\alpha,j}_s(\partial\Omega) \), respectively. The norms on these spaces are defined and abbreviated as follows:

\[
\|u\|_{k+\alpha,j} = \sup_{0 \leq i \leq j, \lambda \in [0,1]} \{\|\partial^i_\theta u^\lambda\|_{k+\alpha}\}, \quad u \in B^{k+\alpha,j}_s(\partial\Omega) \text{ or } B^{k+\alpha,j}_s(\Omega),
\]

\[
|u|_{k+\alpha,j} = \{\|u^\lambda \circ \Gamma^\lambda\|_{k+\alpha,j}\}, \quad |u|_{k+\alpha,j} = \{\|u^\lambda \circ \gamma^\lambda\|_{k+\alpha,j}\},
\]

\[
\|u\|_{k+\alpha,j} = \max\{\|u\|_{k-i+\alpha,i} : 0 \leq i \leq j\}, \quad j \leq k.
\]

The definition of spaces \( B^{k+\alpha,j}_s(\partial\Omega) \) requires \( \partial\Omega \in C^{k+\alpha}\cap C^1 \) implicitly. Throughout the paper, we assume that \( \Omega \) is bounded, \( \partial\Omega \in C^1 \), \( \Gamma \in C^{1,0}(\Omega) \) and \( \gamma \in C^{1,0}(\partial\Omega) \).

For \( X = \partial\Omega \) or \( \Omega \) and \( 0 \leq j, k \leq \infty \), define \( B^{k+\alpha,j}_s(X) = \bigcap_{i=0}^\infty B^{k-i+\alpha,i}_s(X) \). For \( j \leq k \leq \infty \), define \( B^{k+\alpha,j}_s(X) = \bigcap_{i=0}^\infty B^{k-i+\alpha,i}_s(X) \). Define analogous spaces by replacing \( B \) and \( B_s \) with \( C \) and \( C_s \), respectively.

Having defined the spaces, we now briefly discuss how they depend on the embeddings. We first need a fact to change the order of differentiation. Let \( \partial_i = \partial_{x_i} \) be derivatives on \( \mathbb{R}^n \).

**Lemma 2.1.** Let \( f \) be a continuous function defined on an open subset \( \Omega \) of \( \mathbb{R}^n \). Assume that on \( \Omega \), \( \partial_{i_1} \cdots \partial_{i_l} f = g \) is continuous and \( \partial_{i_1} \cdots \partial_{i_{j_1}} f \) are continuous for all \( 1 \leq j_1 < \cdots < j_l \leq k \). Then \( \partial_{i_1} \cdots \partial_{i_k} f \) exists and equals \( g \), where \( \partial_{i_1} \cdots \partial_{i_k} \) is a change of order of \( \partial_{i_1} \cdots \partial_{i_k} \).

**Proof.** Let \( \chi \) be any smooth function with compact support in \( \Omega \). Replace \( f \) by \( \chi f \). Then \( f \) satisfies the same hypotheses and it suffices to verify the assertion for the new \( f \). Assume that \( \text{supp} f \subset (a, \infty)^n \) for a finite \( a \). Let \( X \) be the set of continuous functions on \( \mathbb{R}^n \) with support in \( (a, \infty)^n \). Define \( \mathcal{L}_i : X \to X \) by

\[
\mathcal{L}_i \phi(x) = \int_a^x \phi(x_1, \ldots, x_{i-1}, t, x_{i+1}, \ldots, x_n) \, dt.
\]
Then $I_iJ_i = J_iI_i$ on $X$. Also, $\partial_i I_i f = f = I_i \partial_i f$ if $f$ and $\partial_i f$ are in $X$. Now $f = I_k \cdots I_1 g = I_k' \cdots I_1' g$, which yields $\partial_i \cdots \partial_i f = g$.

The above lemma shows that $\partial^L_{x,y,\lambda} = \partial^L_{x,y} \partial^L_{\lambda}$ holds on $C^{k,j}(\overline{\Omega})$ if $|I| = k$ and $\partial^L_{x,y,\lambda}$ is obtained from $\partial^L_{x,y} \partial^L_{\lambda}$ by changing the order of differentiation. Also, $\partial^L_{r,\lambda} = \partial^L_{r} \partial^L_{\lambda}$ on $C^{k,j}(\partial \Omega)$ if $\partial^L_{r,\lambda}$ is a change of order of $\partial^L_{r} \partial^L_{\lambda}$. Here $\tau$ is a continuous unit tangent vector field on $\partial \Omega$.

**Lemma 2.2.** Let $\overline{\Omega}$ be a bounded domain with $\partial \Omega \in C^{k+\alpha} \cap C^1$. Let $\Gamma^\lambda_1$ and $\Gamma^\lambda_2$ embed $\overline{\Omega}$ onto $\overline{\Omega}\chi$. Let $\gamma^\lambda_1$ and $\gamma^\lambda_2$ embed $\partial \Omega$ onto $\partial \Omega\chi$.

(i) A $C^1$ mapping from $\overline{\Omega}$ into $\overline{\Omega}_i$ pulls back $C^{\alpha,0}(\overline{\Omega}_i)$ and $B^{\alpha,0}(\overline{\Omega}_i)$ into $C^{\alpha,0}(\overline{\Omega})$ and $B^{\alpha,0}(\overline{\Omega})$, respectively.

(ii) Let $\varphi^\lambda$ map $\overline{\Omega}$ into an open subset $D$ of $\mathbb{R}^n$. If $F$ is a function in $C^1(D)$ and $\varphi \in B^{\alpha,0}(\overline{\Omega})$, then $\{F \circ \varphi^\lambda\} \in B^{\alpha,0}(\overline{\Omega})$. If $F \in C^2(D)$ and $\varphi \in C^{\alpha,0}(\overline{\Omega})$, then $\{F \circ \varphi^\lambda\} \in C^{\alpha,0}(\overline{\Omega})$.

(iii) If $\Gamma_i \in B^{k+\alpha,j}(\overline{\Omega}) \cap C^{1,0}(\overline{\Omega})$, then $B^{k+\alpha,j}(\overline{\Omega}\Gamma_i) = B^{k+\alpha,j}(\overline{\Omega}\Gamma_2)$.

(iv) Let $\alpha > 0$. If $(\Gamma^\lambda_1)^{-1} \Gamma^\lambda_2$ are independent of $\lambda$ and $\Gamma_i$ are in $C^{k+\alpha,j}(\overline{\Omega}) \cap C^{1,0}(\overline{\Omega})$, then $C^{k+\alpha,j}(\overline{\Omega}\Gamma_1) = C^{k+\alpha,j}(\overline{\Omega}\Gamma_2)$.

The assertions in (i)–(iv) remain true if $\partial \Omega$, $\partial \Omega_1$, $\partial \Omega\chi$, and $\gamma_i$ substitute for $\overline{\Omega}$, $\overline{\Omega}_1$, $\overline{\Omega}\chi$, and $\Gamma_i$, respectively. The identical spaces in (iii) and (iv) have equivalent norms.

**Proof.** (i) Since $\partial \Omega \in C^1$, then $|\varphi(z_2) - \varphi(z_1)| \leq C|z_2 - z_1|$ if $\varphi \in C^1(\overline{\Omega})$. The assertions follow immediately from the definition of the spaces.

(ii) We take a bounded open subset $D'$ of $D$ such that $\overline{D'}$ has piecewise smooth boundary and contains ranges of all $\varphi^\lambda$. Since $F$ is $C^1$, then $F$ is Lipschitz on $\overline{D'}$. It is easy to check that $\{F \circ \varphi^\lambda\}$ is in $B^{\alpha,0}$. Assume now that $F \in C^2$. We already know that $\{F \circ \varphi^\lambda\}$ is in $B^{\alpha,0}$. Without loss of generality, we may assume that $|\lambda_2 - \lambda_1|$ is so small that the range of $t \varphi^\lambda + (1 - t) \varphi^\lambda_1$ for $0 \leq t \leq 1$ is contained in $D'$. Then $\nabla F$ is Lipschitz on $\overline{D'}$. Write

$$(F(\varphi^\lambda - \varphi^\lambda_1))(x) = (\varphi^\lambda - \varphi^\lambda_1)(x) \cdot \int_0^1 (\nabla F)((1 - t) \varphi^\lambda_1(x) + t \varphi^\lambda_1(x)) dt.$$ 

We obtain $|F(\varphi^\lambda - \varphi^\lambda_1)| \leq C|\varphi^\lambda - \varphi^\lambda_1| + |t \varphi^\lambda_1|_\alpha$. Hence, $\{F \circ \varphi^\lambda\} \in C^{\alpha,0}$.

(iii) Let $\Gamma^\lambda_1 \circ \Gamma^\lambda_2 = \Gamma^\lambda_2$. Since $\Gamma_i$ are embeddings with $\Gamma_i \in C^{1,0}(\overline{\Omega})$, we have $|\zeta - z|/C \leq |\Gamma^\lambda_1(\zeta) - \Gamma^\lambda_2(z)| \leq C|\zeta - z|$. Note that on $C^{k,j}(\overline{\Omega})$ all mixed derivatives of order $k$ in $x, y$ and of order $j$ in $\lambda$ can be written as $\partial^L_{x} \cdots \partial^L_{y} \partial^L_{\lambda}$. Abbreviate the latter derivatives as a set by $\partial^L_{x} \cdots \partial^L_{y} \partial^L_{\lambda}$. For a latter purpose of expressing a commutator, it will be convenient to write first-order derivatives of a function in a column vector. So let us form the Jacobean matrix $(\Gamma_i^\lambda)'$ of the (real) map $\Gamma_i^\lambda$ in such a way. Then the chain rule takes the form

$$(\Gamma_i^\lambda)' = (\Gamma_i^\lambda)' (\Gamma_i^\lambda)' \circ \Gamma_i^\lambda, \quad \partial^\lambda_\alpha \partial^\lambda_2 = (\partial^\lambda_\alpha \Gamma_i^\lambda)' \circ \Gamma_i^\lambda.$$
We solve for \( \partial \Gamma_{12}^\lambda \) and \( \partial \lambda \Gamma_{12}^\lambda \); in general, for \( k \geq j \), we express \( \partial^{k-j} \partial^j \lambda \Gamma_{12}^\lambda \) as a polynomial in
\[
(2.4) \quad [\det(\Gamma^\lambda)^j \circ \Gamma_{12}^{\lambda|-1}, \partial^a \partial^b \lambda \Gamma_{12}^\lambda, (\partial^a \partial^b \lambda \Gamma_{12}^\lambda) \circ \Gamma_{12}^\lambda, \quad a + b \leq k, b \leq j.
\]
To repeat the above computation for \( \gamma_{12}^\lambda \), let \( (\gamma_{12}^\lambda) \circ \gamma_{12}^\lambda = \gamma_{12}^\lambda \). Then
\[
\partial \gamma_{12}^\lambda(z) = \partial \gamma_{12}^\lambda(\partial \gamma_{12}^\lambda) \circ \gamma_{12}^\lambda, \\
\partial \lambda \gamma_{12}^\lambda(z) = (\partial \lambda \gamma_{12}^\lambda) \circ \gamma_{12}^\lambda + \partial \lambda \gamma_{12}^\lambda(\partial \gamma_{12}^\lambda) \circ \gamma_{12}^\lambda(z).
\]
Hence \( \partial^{k-j} \partial^j \lambda \gamma_{12}^\lambda \) is a polynomial in
\[
(2.5) \quad [(\partial \gamma_{12}^\lambda) \circ \gamma_{12}^\lambda]^{-1}, \quad \partial^a \partial^b \lambda \gamma_{12}^\lambda, \quad (\partial^a \partial^b \lambda \gamma_{12}^\lambda) \circ \gamma_{12}^\lambda, \quad a + b \leq k, b \leq j.
\]
Assume that \( \Gamma_1, \Gamma_2 \) are in \( B^{k+a,j}(\Omega) \). Then functions in (2.4) are in \( B^{k+a,j}(\Omega) \), so \( \Gamma_{12}^\lambda \in B^{k+a,j}(\Omega_{12}) \). Assume now that \( u \in B^{k+a,j}(\Omega_{12}) \). Assume that \( \gamma_1, \gamma_2 \) are polynomials in \( (2.5) \) with \( \gamma_1, \gamma_2 \) being replaced by \( (a, b) \) and \( (a, b)_2 \). Here \( a + b \leq k \) and \( b + b_2 \leq j \). Thus, we get \( u \in B^{k+a,j}(\Omega_{12}). \)

(iv) Assume that \( \Gamma_1, \Gamma_2 \) are in \( C^{k+a,j}(\Omega) \). By the independence of \( \Gamma_{12}^\lambda \equiv \Gamma_{12}^\lambda \) in \( \lambda \) and \( (i) \), we know that all functions in (2.4) are in \( C^{k+a,j}(\Omega). \) Furthermore,
\[
|\partial \gamma_{12}^\lambda(u^\mu \circ \Gamma_{12}^\lambda)| \circ \Gamma_{12}^\lambda - (\partial \gamma_{12}^\lambda \circ \Gamma_{12}^\lambda)| \circ \Gamma_{12}^\lambda|_\alpha \leq C|\partial \gamma_{12}^\lambda(u^\mu \circ \Gamma_{12}^\lambda) - \partial \gamma_{12}^\lambda \circ \Gamma_{12}^\lambda)| \circ \Gamma_{12}^\lambda|_\alpha.
\]
Let \( u \in C^{k+a,j}(\Omega_{12}) \). The above inequality shows that \( \partial \gamma_{12}^\lambda \circ \lambda \gamma_{12}^\lambda \) are in \( C^{k+a,j}(\Omega_{12}) \). By (ii), the latter is closed under addition, multiplication, and division (for the non-vanishing denominator); hence, \( u \) is in \( C^{k+a,j}(\Omega_{12}) \). Analogically, we can verify that \( C^{k+a,j}(\Omega_{12}) = C^{k+a,j}(\Omega_{12}). \) For (iii) and (iv), the equivalence of norms is easy to verify too.

We now set up some notation to be used throughout the paper.

We assume that \( \Omega \) and \( \Omega^\lambda \) are bounded domains of at least \( C^1 \) boundary. We denote by \( \gamma_0 \) the outer boundary of \( \Omega \) and by \( \gamma_1, \ldots, \gamma_m \) the connected components of its inner boundary. Without loss of generality, we choose the standard orientation for \( \partial \Omega \) and \( \partial \Omega^\lambda \), and assume that \( C^1 \) embeddings \( \gamma^\lambda : \partial \Omega \to \partial \Omega^\lambda \) preserve the orientation and send outer boundary to outer boundary. Denote by \( \tau \) and \( \tau^\lambda \) the unit tangential vectors of \( \partial \Omega \) and \( \partial \Omega^\lambda \) that agree with the orientation, and by \( \nu \) and \( \nu^\lambda \) the outer unit normal vectors of \( \partial \Omega \) and \( \partial \Omega^\lambda \). The arc-length elements on \( \partial \Omega \) and \( \partial \Omega^\lambda \) are denoted by \( d\sigma \) and \( d\sigma^\lambda \), respectively. Sometimes we parameterize \( \partial \Omega \) by \( \tau(t) \) in arc-length such that \( dt \) agrees with the orientation of \( \partial \Omega \), and we regard \( \tau^\lambda \) as complex numbers instead of vectors. With the above notation, on \( \partial \Omega \) we have
\[
(2.6) \quad df = \partial_\tau f \, d\sigma, \quad d\sigma(\zeta) = \tau^\lambda \, d\zeta, \quad d\sigma^\lambda = |\partial_\tau \gamma^\lambda| \, d\sigma.
\]
To simplify the use of the chain rule, we need to compute derivatives in \( \partial \Omega^\lambda \) or \( \overline{\Omega^\lambda}. \) At \( z^\lambda = \gamma^\lambda(z) \), we define \( (\partial \lambda u^\lambda)(z^\lambda) = \partial \lambda(u^\lambda(\gamma^\lambda)) \) and
\[
(2.7) \quad \tau^\lambda = |\partial_\tau \gamma^\lambda|^{-1} \partial_\tau \gamma^\lambda(z), \quad (\partial \gamma^\lambda)(z) = |\partial_\tau \gamma^\lambda(z)|^{-1} \partial_\tau(u^\lambda(\gamma^\lambda))(z).
\]
Note that \([\partial_\gamma, \partial_x] = 0\) on \(C^{1,1}(\partial\Omega)\). On \(C^{1,1}(\partial\Omega_\gamma)\) with \(\gamma \in C^{1,1}(\partial\Omega)\) we define and compute the following commutator:

\[
\begin{align*}
(2.8) \quad [\partial_\gamma, \partial_x \gamma](f^\lambda(z^\lambda)) &= \partial_\gamma [\partial_x \gamma (f^\lambda(z^\lambda))] - \partial_x \gamma [\partial_\gamma ((f^\lambda(z^\lambda)))] , \\
(2.9) \quad [\partial_\gamma, \partial_x \gamma] &= [\partial_\gamma \gamma^\lambda] \partial_x \gamma^\lambda |^{-1} \partial_x \gamma = -(\partial_\gamma \log |\partial_x \gamma^\lambda|) \partial_x \gamma .
\end{align*}
\]

Therefore, for \(\gamma \in C^{1,j}(\partial\Omega) \cap C^{1,0}(\partial\Omega)\), we have

\[
\begin{align*}
[\partial_\gamma, \partial_x \gamma] : C^{1,j}(\partial\Omega) &\to C^{1,j}(\partial\Omega) , \\
[\partial_\gamma, \partial_x \gamma] : C^{0,j}(\partial\Omega) &\to C^{0,j}(\partial\Omega) ,
\end{align*}
\]

whenever the exponents are non-negative. For \(\gamma \in C^{k,j}(\partial\Omega)\), we have

\[
\begin{align*}
[\partial_\gamma, \partial_x \gamma] : C^{k,j}(\partial\Omega) &\to C^{k-1,j}(\partial\Omega) , \\
[\partial_\gamma, \partial_x \gamma] : C^{k,j}(\partial\Omega) &\to C^{k-2,j-1}(\partial\Omega) ,
\end{align*}
\]

for every \(\gamma \in C^{k+1,j}(\partial\Omega)\) and \(k \geq 1\).

Throughout the paper, we denote by \(C_{k+a,j}\) or \(C\) a constant which depends on

\[
(2.10) \quad \sup_{\lambda} |\det(\Gamma^\lambda)|^{-1} , \quad |(\Gamma^\lambda)'|_0 , \quad ||\Gamma||_{k+a,j} , \quad ||\gamma'||^{-1} \quad |\gamma'|_0 , \quad |\gamma|_{k+a} ,
\]

where \(\gamma\) is a parameterization for \(\partial\Omega\) of class \(C^{k+a} \cap C^1\). We also denote by \(C_{k+a}\) or \(C\) a constant which depends on the last three quantities. The constants \(C_{l+\beta,j}\) will depend only on quantities in \((2.10)\), where \(||\Gamma||_{k+a,j}\) is replaced by \(||\Gamma||_{l+a,j}\).

A consequence of \((2.8)-(2.9)\) is the following.

**Lemma 2.3.** Let \(\partial\Omega \in C^{k+a} \cap C^1\). Let \(\gamma^\lambda\) embed \(\partial\Omega\) onto \(\partial\Omega^\lambda\) with \(\gamma \in B^{k+a,j}(\partial\Omega) \cap C^{1,0}(\partial\Omega)\). Then \(\{u^\lambda\} \in B^{k+a,j}(\partial\Omega_\gamma)\) if and only if \(\{\partial_\gamma^a \partial_x^k u^\lambda\} \) or \(\{\partial_x^a \partial_\gamma^k u^\lambda\} \) is in \(B^{a,0}(\partial\Omega_\gamma)\) for every \((a,b)\) with \(a + b \leq k\) and \(b \leq j\). Moreover,

\[
C_{k+a,j}^{-1}||u||_{k+a,j} \leq \sum_{a+b\leq k, b\leq j} \sup_{\lambda} \|\partial_\gamma^a \partial_x^k u^\lambda\|_{a,0} \leq C_{k+a,j} ||u||_{k+a,j} .
\]

These conclusions remain true if \(C^{k+a,j}\) and \(C^{a,0}\) substitute for \(B^{k+a,j}\) and \(B^{a,0}\), respectively.

We distinguish the first-order derivatives on \(\Omega^\lambda\) by \(\partial_{x^\lambda}\) in real variables \(x^\lambda\) and denote the first-order derivatives on \(\Omega\) by \(\partial_x\). Then for \(x^\lambda = \Gamma^\lambda(x)\),

\[
(2.11) \quad \partial_{x^\lambda} u^\lambda = (\partial_x \Gamma^\lambda)^{-1} \partial_x (u^\lambda \circ \Gamma^\lambda) .
\]

Combining with \([\partial_\gamma, \partial_x] = 0\), we define and compute on \(C^{1,1}(\partial\Omega)\) with \(\Gamma \in C^{1,1}(\Omega)\) the following commutator:

\[
\begin{align*}
(2.12) \quad [\partial_\gamma, \partial_x \gamma](f^\lambda(x^\lambda)) &= \partial_\gamma [\partial_x \gamma (f^\lambda(x^\lambda))] - \partial_x \gamma [\partial_\gamma ((f^\lambda(x^\lambda)))] , \\
(2.13) \quad [\partial_\gamma, \partial_x \gamma] &= \partial_\gamma ((\partial_x \Gamma^\lambda)^{-1}) \partial_x \Gamma^\lambda \partial_x \gamma .
\end{align*}
\]
We denote by $\partial^a_{x^\lambda}$ the derivatives of order $a$ in $x^\lambda$. The following can be easily verified.

**Lemma 2.4.** Let $\Gamma^\lambda$ embed $\overline{\Omega}$ onto $\overline{\Omega^\lambda}$ with $\Gamma \in B^{k+\alpha,j}(\overline{\Omega}) \cap C^{1,0}(\overline{\Omega})$. Then $\{u^\lambda\} \in B^{k+\alpha,j}(\overline{\Omega})$ if and only if $\{\partial^a_{x^\lambda} u^\lambda\}$ or $\{\partial^b_{x^\lambda} u^\lambda\}$ is in $B^{\alpha,0}(\overline{\Omega})$ for every $(a, b)$ with $a + b \leq k$ and $b \leq j$. Moreover,

$$C_{k+\alpha,j}^{-1} \|u\|_{k+\alpha,j} \leq \sum_{a+b\leq k,b\leq j} \|\partial^a_{x^\lambda} \partial^b_{x^\lambda} u^\lambda\|_{\alpha,0} \leq C_{k+\alpha,j} \|u\|_{k+\alpha,j}.$$

The conclusions remain true if $C^{k+\alpha,j}$ and $C^{\alpha,0}$ substitute for $B^{k+\alpha,j}$ and $B^{\alpha,0}$, respectively.

We have seen the dependence of spaces $C^{k+\alpha,j}$ in parameterizations through Lemma 2.2. Throughout the paper, we assume that $\gamma^\lambda$ is the restriction of $\Gamma^\lambda$ on $\partial\Omega$. In section 8 we will return to further discuss the spaces $C^{k+1+\alpha,j}$ and $B^{k+1+\alpha,j}$ and define Hölder spaces for exterior domains.

We conclude the section with further notation. Recall that $\Omega \in C^1$ is bounded and has the standard orientation. On $\partial\Omega \times \partial\Omega$ and off its diagonal, define $K(z, \zeta) = \frac{1}{\pi} \partial_{\zeta} \arg(z - \zeta)$. By (2.6), we have $K(z, \zeta) d\sigma(\zeta) = \frac{1}{\pi} d\zeta \arg(z - \zeta)$, and hence

$$\int_{\partial\Omega} K(z, \zeta) d\sigma(\zeta) = 1, \quad z \in \partial\Omega.$$

A basic property of kernel $K$ is that $|K(z, \zeta)| \leq C|\zeta - z|^{\alpha - 1}$ for $\zeta, z \in \partial\Omega$ when $\partial\Omega \in C^{1+\alpha}$ with $0 < \alpha < 1$. By Fubini’s theorem and Hölder inequalities (or Young’s inequality), we have two bounded operators on $L^p(\partial\Omega)$ ($p \geq 1$):

$$K f(z) = \int_{\partial\Omega} f(\zeta) K(z, \zeta) d\sigma(\zeta), \quad K^* f(z) = \int_{\partial\Omega} f(\zeta) K(\zeta, z) d\sigma(\zeta).$$

These two operators play important roles in solving the Dirichlet and Neumann problems. We will regard $K$ and $K^*$ as operators on $L^1(\partial\Omega)$, unless otherwise specified.

### 3. Integral equations for Dirichlet and Neumann problems

In this section and the next, we will present some standard estimates about integral operators. For the sake of exposition clarity, we include some details for the estimates. We will then adapt these estimates in section 8 for the parameter case.

Let $\Omega$ be a bounded domain in $\mathbb{C}$ with $C^1$ boundary and let $f \in L^1(\partial\Omega)$. On $\Omega$ and $\Omega' = \mathbb{C} \setminus \overline{\Omega}$, the double and single potentials with moment $f$ are respectively

$$U f(z) = \frac{1}{\pi} \int_{\partial\Omega} f(\zeta) \partial_{\zeta} \arg(z - \zeta) d\sigma(\zeta),$$

$$W f(z) = \frac{1}{\pi} \int_{\partial\Omega} f(\zeta) \log|z - \zeta| d\sigma(\zeta).$$

The following formulae lead the classical solutions of the Dirichlet and Neumann problems via the Fredholm theory; for instance, see [10] (pp. 381-390).
Proposition 3.1. Let $\partial \Omega \in C^{1+\alpha}$ with $0 < \alpha < 1$. Suppose that $f$ is a continuous function on $\partial \Omega$. Then $Wf$ is continuous on $C$ and $Uf$ extends to functions $U^+f \in C^0(\overline{\Omega})$ and $U^-f \in C^0(\overline{\Omega})$. On $\partial \Omega$,

$$
(3.3)\quad U^+f = f + \mathcal{K}f, \quad U^-f = -f + \mathcal{K}f;
$$

$$
(3.4)\quad \partial \nu Wf = f + \mathcal{K}^*f, \quad -\partial Wf = -f + \mathcal{K}^*f.
$$

Proof. Recall that we parameterize $\partial \Omega$ by $\gamma(t)$ such that $dt$ is the arc-length element agreeing with the standard orientation of $\partial \Omega$. Let $l$ be the arc-length of $\partial \Omega$. We abbreviate $f(\gamma(t)), \tau(\gamma(t))$, and $\nu(\gamma(t))$ by $f(t), \tau(t)$, and $\nu(t)$, respectively.

Write $\gamma(t) = \gamma(s) + \tau(s)(t-s) + R(t,s)$ with $|R(t,s)| \leq |t-s|/4$ for $|t-s| < 1/C$. Then

$$
(3.5)\quad \sqrt{h^2 + |t-s|^2}/2 \leq |\gamma(s) + \nu(t) - \gamma(t)| \leq 2\sqrt{h^2 + |t-s|^2}.
$$

For a latter purpose we remark that the above merely needs $\gamma \in C^1$. Note that $\nu(t) \cdot (\gamma(t) - \gamma(s)) = \nu(t) \cdot \int_s^t (\gamma'(r) - \gamma'(t)) dr$. Returning to the condition $\gamma \in C^{1+\alpha}$, we have, for $|t-s| < 1/C$,

$$
(3.6)\quad |\nu(t) \cdot (\gamma(t) - \gamma(s))|/|\gamma(s) + \nu(t) - \gamma(t)|^2 \leq C|s-t|^{1+\alpha}/|t-s|^2 + h^2 \leq C|s-t|^{-\alpha - 1}.
$$

In particular,

$$
(3.7)\quad k(s,t) \overset{\text{def}}{=} \partial_t \arg(\gamma(s) - \gamma(t)) = \frac{\nu(t) \cdot (\gamma(t) - \gamma(s))}{|\gamma(s) - \gamma(t)|^2}
$$

satisfies $|k(s,t)| \leq C|s-t|^{-\alpha - 1}$, and $k(s, \cdot)$ is integrable.

Recall that

$$
Uf(z) = \frac{1}{\pi} \int_0^l f(t) \partial_t \arg(z - \gamma(t)) dt.
$$

Fix a small $\epsilon > 0$ and $\gamma(s) \in \partial \Omega$. Let $\delta = \text{dist}(z, \partial \Omega)$. Choose $s_*$ such that $|\gamma(s_*) - z| = \delta$. Note that as $\gamma \in C^{1+\alpha}$ with $\alpha < 1$, $s_*$ may not be unique even if $\delta$ is sufficiently small. Nevertheless, $z = \gamma(s_*) + \delta \nu(s_*)$. Let $|z - \gamma(s_*)|$ be so small that $|s_* - s| < \epsilon/2$. We have

$$
\partial_t \arg(z - \gamma(t)) = \frac{\nu(t) \cdot (\gamma(t) - \gamma(s_*))}{|\gamma(t) - z|^2} + \frac{\nu(t) \cdot (\gamma(s_*) - z)}{|\gamma(t) - z|^2}.
$$

By (3.5)–(3.6), we get

$$
|\partial_t \arg(z - \gamma(t))| \leq |\nu(t) \cdot (\gamma(t) - z)|/|\gamma(t) - z|^2 \leq C|t-s_*|^{1+\alpha} + \delta/\delta^2 + |t-s_*|^2.
$$

Since $s_*$ depends only on $z$, this shows that

$$
(3.7)\quad \int_0^l |\partial_t \arg(z - \gamma(t))| dt < C_0, \quad z \in C.
$$

Here $C_0$ is independent of $s_*$, $z$ and $\delta$. We have

$$
\left|\int_0^l (f(t) - f(s))(\partial_t \arg(z - \gamma(t)) - \partial_t \arg(\gamma(s) - \gamma(t))) dt\right|
\leq 2\|f\|_0 \sup_{|z - \gamma(s)| > \epsilon} |\partial_t \arg(z - \gamma(t)) - \partial_t \arg(\gamma(s) - \gamma(t))| + 2C_0 \sup_{|t-s| < \epsilon} |f(t) - f(s)|.
$$
By (3.7) and the continuity of $f$ at $s$, we conclude

$$\lim_{\partial \Omega \ni z \to \gamma(s)} \int_0^l (f(t) - f(s)) \partial_t \arg (z - \gamma(t)) \, dt = \int_0^l (f(t) - f(s)) \partial_t \arg (\gamma(s) - \gamma(t)) \, dt. \tag{3.8}$$

Expand both sides. By the values of $\int_0^l \partial_t \arg (z - \gamma(t)) \, dt$ on $C$, we get (3.3).

For (3.4), recall that

$$Wf(z) = \frac{1}{\pi} \int_0^l f(t) \log |z - \gamma(t)| \, dt.$$

We want to show that the interior and exterior normal derivatives of $Wf$ exist at $\gamma(s)$. Let $|h| > 0$ be small. By the fundamental theorem of calculus, we have

$$\begin{align*}
\frac{Wf(\gamma(s) + hv(s)) - Wf(\gamma(s))}{h/\pi} &= \int_0^l \int_0^l f(t) \frac{\nu(s) \cdot (\gamma(s) - \gamma(t)) \, dr \, dt}{|\gamma(s) + rhv(s) - \gamma(t)|^2} \\
&\quad + \int_0^l \int_0^l f(t) \frac{rh \, dr \, dt}{|\gamma(s) + rhv(s) - \gamma(t)|^2} \overset{\text{def}}{=} R_1(s,h) + R_2(s,h).
\end{align*}$$

We see that $R_1(s,h)$ tends to $\int_0^l f(t) \frac{\nu(s) \cdot (\gamma(s) - \gamma(t))}{|\gamma(s) - \gamma(t)|^2} \, dt$ as $h \to 0$, by (3.4) and the dominated convergence theorem.

Decompose $R_2$ into integrals $R'_e, R'_o$ in $(t,r)$ with $|t-s| < \epsilon$ and $|t-s| > \epsilon$, respectively. It is immediate that, for fixed $\epsilon > 0$, $R'_o(s,h)$ tends to $0$ as $h \to 0$. Note that the integrand in $R_2$ does not change the sign when $f \geq 0$. By the continuity of $f$, it remains to show that when $f \equiv 1$,

$$\lim_{\epsilon \to 0} \lim_{h \to 0^+} R'_e(s,h) = \pi, \quad \lim_{\epsilon \to 0} \lim_{h \to 0^-} R'_e(s,h) = -\pi. \tag{3.9}$$

Let $E(s,t) = \gamma(s) - \gamma(t) + \gamma'(s)(t-s)$. Then $|E(s,t)| \leq C|s-t|^{1+\alpha}$, and for $|h| < 1$,

$$|\gamma(s) + hv(s) - \gamma(t)|^2 = |\gamma(s) + rhv(s) - \gamma(t)|^2 = (s-t)^2 + h^2$$

$$|E(s,t,h)| \leq C(|h||s-t|^{1+\alpha} + |s-t|^{2+\alpha}) \leq 2Ce^\alpha(h^2 + |s-t|^2).$$

Let $h$ tend to $0^+$ and then let $\epsilon$ tend to $0^+$. We get

$$R'_o(s,h) = (1+C\epsilon^\alpha) \int_{|t-s|<\epsilon} \int_0^1 \frac{rh \, dr \, dt}{(s-t)^2 + (rh)^2} \to \pi.$$

This yields the first identity in (3.9). The second is obtained by analogy.

Let $\Omega$ be a bounded domain in $C$ with $C^1$ boundary. Recall the Cauchy transform

$$Cf(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta)}{\zeta - z} \, d\zeta \tag{3.10}$$

on $C \setminus \partial \Omega$ for $f \in L^1(\partial \Omega)$. Away from $\partial \Omega$,

$$Uf = 2 \Re Cf, \quad \text{for } f = \overline{f}; \quad \partial_\overline{z} Wf = -iC[\overline{f}]$$

We will derive estimates of $Uf, Wf$ via $Cf$ when $f$ is in Hölder spaces.

**Lemma 3.2.** Let $0 < \alpha < 1$ and let $k,l \geq 0$ be integers. Let $\Omega$ be a bounded domain in $C$ with $\partial \Omega \in C^1$ and let $\Omega' = C \setminus \overline{\Omega}$. 
(i) Let \( f \) be a function in \( C^{\alpha}(\partial \Omega) \). Then \( \mathcal{C} f \) extends to functions \( C^+ f \in C^{\alpha}(\overline{\Omega}) \) and \( C^- f \in C^{\alpha}(\overline{\Omega}') \). Moreover, on \( \partial \Omega \),

\[
(3.11) \quad \mathcal{C}^- f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(z) - f(\zeta)}{z - \zeta} \, d\zeta, \quad C^+ f(z) - C^- f(z) = f(z).
\]

(ii) Let \( f \in C^{l+\alpha}(\partial \Omega) \) and \( \partial \Omega \in C^{k+1+\alpha} \) with \( k + 1 \geq l \). Then \( C^+ f \in C^{l+\alpha}(\overline{\Omega}) \) and \( C^- f \in C^{l+\alpha}(\overline{\Omega}') \). If \( f \) and \( \partial \Omega \) are real analytic, then \( C^+ f \in C^\omega(\overline{\Omega}) \).

(iii) If \( f \in L^\infty(\partial \Omega) \), then \( \mathcal{W} f \) extends to a continuous function on \( \mathbb{C} \).

**Proof.** (i) Let \( z \not\in \partial \Omega \) and let \( z_* = \gamma(s) \) satisfy \( |z - z_*| = \text{dist}(z, \partial \Omega) = \delta \). Assume that \( \delta \) is small. We have

\[
(Cf)'(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(z) - f(z_*)}{(\zeta - z)^2} \, d\zeta.
\]

By (3.5), \(|(Cf)'(z)| \leq C \int_0^\infty (r + \delta)^{\alpha - 2} dr \leq C' \delta^{\alpha - 1 + \alpha} = C' \text{dist}(z, \partial \Omega)^{-1+\alpha} \). By the Hardy-Littlewood lemma, \( Cf \) is of class \( C^{\alpha} \) on \( \overline{\Omega} \) and \( \overline{\Omega}' \).

To find the boundary values of \( C^+ f \) and \( C^- f \), it suffices to compute limits of \( Cf \) in the normal directions. Let \( z = \gamma(s) + \delta \nu(s) \in \Omega' \) and \( z_* = \gamma(s) \). Write

\[
C^- f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta) - f(z_*)}{\zeta - z} \, d\zeta.
\]

By (3.5), we obtain

\[
\frac{|f(\gamma(t)) - f(\gamma(s))|}{|\gamma(t) - z|} \leq C|t - s|^\alpha - 1.
\]

By the dominated convergence theorem, we find on \( \partial \Omega \)

\[
C^- f(z_*) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta) - f(z_*)}{\zeta - z_*} \, d\zeta.
\]

Analogously, we can verify the formula for \( C^+ f \).

(ii) For higher-order derivatives, for \( l \leq k + 1 \) we get from (2.6)

\[
\partial_z \mathcal{C} f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(\zeta)}{(\zeta - z)^2} \, d\zeta = \frac{1}{2\pi i} \int_{\partial \Omega} \tau \partial_\tau f(\zeta) \, d\zeta,
\]

\[
(3.12) \quad \partial_z^l \mathcal{C} f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{(\tau \partial_\tau)^l f(\zeta)}{(\zeta - z)^2} \, d\zeta,
\]

\[
\partial_z^{l+1} \mathcal{C} f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{(\tau \partial_\tau)^l f(\zeta) - (\tau \partial_\tau)^l f(z_*)}{(\zeta - z)^2} \, d\zeta.
\]

By (3.5) again, we obtain

\[
(3.13) \quad |\partial_z \mathcal{C} f(z)| \leq |(\tau \partial_\tau)^l f|_0 + C_1 |(\tau \partial_\tau)^l f|_\alpha,
\]

\[
|\partial_z^{l+1} \mathcal{C} f(z)| \leq C_1 |(\tau \partial_\tau)^l f|_\alpha \text{dist}(z, \partial \Omega)^{-1+\alpha}.
\]

Therefore, \( \mathcal{C} f \) is of class \( C^{l+\alpha} \) on \( \overline{\Omega} \) and \( \overline{\Omega}' \).

For the real analytic case, we note that the constant \( C_1 \) in (3.13) is independent of \( l \). By Taylor’s theorem, a function \( f \) on \( \overline{\Omega} \) with \( \partial \Omega \in C^\omega \) is real analytic if and only if

\[
|\partial_z \partial_\tau^l f(z)| \leq C |l|! C^{l+j+1}
\]

for some \( C > 1 \) independent of \( z \). Note that \( |(\tau \partial_\tau)^l f|_\alpha \leq C |(\tau \partial_\tau)^l f(z)|_0 \). By (3.13) it suffices to show that near each point \( z_0 \in \partial \Omega \), we have

\[
(3.14) \quad |(\tau \partial_\tau)^l f(z)| \leq C^{l+1}!.
\]
Proof. Express \( K(4.2) \) where the last two inequalities require \( (4.1) \). Combining the above, we get for an element. The condition \( \text{remark that the rest of the computation does not need } \).

To verify \( (4.3) \), we may assume that \( (iii) \) One can verify the continuity of \( Wf \) via \( (3.14) \).

4. Derivatives of \( Kf \) and \( K^*f \)

In this section, we recall some calculations on kernels by Kellogg [7, 8] and express \( K \) and \( K^* \) via the Cauchy transform. We write \( \nu_{\gamma(t)} = \nu(t), \tau_{\gamma(t)} = \tau(t) \) and \( f(\gamma(t)) = f(t) \). Let \( l_j \) be the length of the \( j \)-th component \( \gamma_j \) of \( \partial \Omega \). Recall that \( \gamma_0 \) is the outer boundary of \( \partial \Omega \). Set \( l_1 = 0 \).

**Lemma 4.1.** Let \( \partial \Omega \in C^{k+1+\alpha} \) with \( k \geq 0 \) and \( 0 < \alpha < 1 \). On \( \partial \Omega \times \partial \Omega \), we have

\[
\left| \partial_{\tau_{s2}}^k K(\zeta, z_2) - \partial_{\tau_{s1}}^k K(\zeta, z_1) \right| \leq C_{k+1+\alpha} |z_2 - z_1|^{2-\alpha},
\]

where the last two inequalities require \( |\zeta - z_1| > 2|z_2 - z_1| \).

**Proof.** We first verify \( (4.2) \). We have

\[
\partial_t \arg(\gamma(s) - \gamma(t)) = \frac{N(s, t)}{|\gamma(s) - \gamma(t)|^2}, \quad N(s, t) = \nu(t) \cdot \int_s^t (\gamma'(r) - \gamma'(t)) \, dr.
\]

First, we obtain \( |N(s_1, t)| \leq C|t - s_1|^{1+\alpha} \) and

\[
||\gamma(s_2) - \gamma(t)|^2 - |\gamma(s_1) - \gamma(t)|^2| \leq C|s_2 - s_1||t - s_1| + |t - s_2|.
\]

Note that

\[
N(s_2, t) - N(s_1, t) = -\nu(t) \cdot \int_{s_1}^{s_2} (\gamma'(r) - \gamma'(t)) \, dr.
\]

Using \( |\gamma'(r) - \gamma'(t)| \leq |\gamma'(r) - \gamma'(s_1)| + |\gamma'(t) - \gamma'(s_1)| \), we obtain

\[
|N(s_2, t) - N(s_1, t)| \leq C(|s_2 - s_1|^{1+\alpha} + |s_2 - s_1||t - s_1|^{\alpha}).
\]

Combining the above, we get for \( |t - s_1| \geq 2|s_2 - s_1| \),

\[
|K(s_2, t) - K(s_1, t)| \leq C \frac{|s_2 - s_1|}{|t - s_1|^{2-\alpha}}.
\]

To verify \( (4.3) \), we may assume that \( x'(t) \neq 0 \) for \( t \) near \( s \). For later use, we remark that the rest of the computation does not need \( dt \) to be the arc-length element. The condition \( x'(t) \neq 0 \) is only to ensure that \( C^{-1}|t - s| \leq |x(t) - x(s)| \leq C|t - s| \). Following [8], let

\[
(x(t) - x(s))q(s, t) = y(t) - y(s).
\]

By \( (2.7) \), we have \( \partial_x u(\gamma(t)) = |\partial_t \gamma|^{-1} \partial_t (u(\gamma(t))) \). By \( \arg(x + iy) = \arctan(y/x) \) mod \( \pi \), we get

\[
\partial_k^k K(\gamma(s), \gamma(t)) = \sum_{j \leq k} Q_j^k(t) \partial_t^j q(s, t),
\]
where $Q_j$ are $C^\infty$ functions in $|\partial_t \gamma|^{-1}, \partial_t \gamma, \ldots, \partial_t^{k+1} \gamma$, and $q(s,t)$. Hence (4.3) follows from

\begin{equation}
|\partial_{t_2}^k q(s,t_2) - \partial_{t_1}^k q(s,t_1)| \leq C_{k+1+\alpha} \frac{|t_2 - t_1|^{\alpha}}{|s - t_1|}. \tag{4.4}
\end{equation}

Differentiate the equation and solve for $\partial_t^j q$. Then $(x(t) - x(s))^{k+2} \partial_t^{k+1} q$ equals the determinant

\[
\begin{vmatrix}
x(t) - x(s) & 0 & 0 & \ldots & 0 & y(t) - y(s) \\
x'(t) & x(t) - x(s) & 0 & \ldots & 0 & y'(t) \\
x''(t) & (\frac{1}{2}) x'(t) & x(t) - x(s) & \ldots & 0 & y''(t) \\
& & & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots & \ddots \\
x^{(k)}(t) & (\frac{k}{k}) x^{(k-1)}(t) & (\frac{k}{2}) x^{(k-2)}(t) & \ldots & x(t) - x(s) & y^{(k)}(t) \\
x^{(k+1)}(t) & (\frac{k+1}{k}) x^{(k)}(t) & (\frac{k+1}{2}) x^{(k-1)}(t) & \ldots & (\frac{k+1}{k}) x'(t) & y^{(k+1)}(t)
\end{vmatrix}
\]

Multiply the $i$-th row by $\frac{1}{i!}(s-t)^i$ and add it to the first row. The entries in the first row become

\[
\frac{1}{j!}(s-t)^j (P_{k+1-j} x(s,t) - x(s)), \quad 0 \leq j \leq k, \quad P_{k+1} y(s,t) - y(s),
\]

where $P_k f(s,t)$ denotes the Taylor polynomial of degree $k$ of $f$ about $s = t$. Then the remainder $R_k f(s,t) = f(s) - P_k f(s,t)$ can be written as

\[
R_k f(s,t) = \frac{(s-t)^k}{k!} \hat{R}_k f(s,t), \quad \hat{R}_k f(s,t) = \int_0^1 \{ f^{(k)}(t + r(s-t)) - f^{(k)}(t) \} \, dr.
\]

Therefore,

\begin{equation}
(x(s) - x(t))^{k+2} \partial_t^{k+1} q(s,t) = (s-t)^{k+1} \left\{ P_0 \hat{R}_{k+1} y(s,t) + \sum_{i=1}^{k+1} P_i \hat{R}_i x(s,t) \right\}, \tag{4.5}
\end{equation}

where $P_i(s,t)$ are polynomials in $\partial_t \gamma, \ldots, \partial_t^{k+1} \gamma, x(s) - x(t)$. Then (4.1) follows from $|\hat{R}_{k+1+\gamma}(s,t)| \leq C|\gamma|^{k+1+\alpha} |s-t|^{\alpha}$. Assume that $|s-t| \geq 2|t_2 - t_1|$. We have $|\hat{R}_i \gamma(s,t_2)| \leq C|s-t|^{\alpha}$ and

\[
|(P_i, \hat{R}_{k+1+\gamma})(s,t_2) - (P_i, \hat{R}_{k+1+\gamma})(s,t_1)| \leq C|\gamma|^{k+1+\alpha} |t_2 - t_1|^{\alpha}.
\]

Using $|t_2 - t_1| \leq |s-t|^{1-\alpha} |t_2 - t_1|^{\alpha}$, we get

\[
|(s-t)^{k+1} - (s-t_1)^{k+1}| \leq C|s-t|^{k+1-\alpha} |t_2 - t_1|^{\alpha},
\]

\[
|(x(s) - x(t_2))^{k-2} - (x(s) - x(t_1))^{k-2}| \leq C|s-t|^{-k-2} |t_2 - t_1|^{\alpha}.
\]

By the above inequalities, we get (4.4) and hence (4.3). 

We need a function $\Theta$ which plays an important role in Kellogg’s first-order derivative estimate. Define a single-valued continuous function $\pi \Theta(t,t)$ on $[0, l]$, which measures the angle from the $x$-axis to the tangent line of $\partial \Omega$ at $\gamma(t)$. Set

\[
\Theta(s,t) = \Theta(s,s) + \frac{1}{\pi} \int_s^t \partial_s \arg(\gamma(s) - \gamma(r)) \, dr, \quad s, t \in [0, l].
\]

Then $\partial_t \Theta(s,t) = K(s,t), \Theta(s,t) = \Theta(t,s)$, and $\Theta(s,t) - \Theta(s,0) = 1$. 
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Lemma 4.2. Let $\partial \Omega \in C^{k+1+\alpha}$ with $k \geq 0$ and $0 < \alpha < 1$. Let $I_i = (l_0 + \cdots + l_{i-1}, l_0 + \cdots + l_i)$.

(i) Let $\varphi \in L^1(\partial \Omega)$. In the sense of distributions,

$$
\partial_s \int_0^t \varphi(\gamma(t))\Theta(s,t) \, dt = \int_0^t \varphi(\gamma(t)) K(\gamma(t), \gamma(s)) \, dt, \quad s \in I_i,
$$

$$
\partial^k \int_{\partial \Omega} \varphi(\zeta) K(\zeta, z) \, d\sigma(\zeta) = \int_{\partial \Omega} \varphi(\zeta) \partial^k_{\tau_x} K(\zeta, z) \, d\sigma(\zeta), \quad z \in \partial \Omega.
$$

(ii) If $\varphi$ and $\partial_r \varphi$ are in $L^1(\partial \Omega)$, then on $\partial \Omega$ and in the sense of distributions,

$$
\partial_r \int_{\partial \Omega} \varphi(\zeta) K(z, \zeta) \, d\sigma(\zeta) = - \int_{\partial \Omega} \partial_r \varphi(\zeta) K(z, \zeta) \, d\sigma(\zeta).
$$

Proof. (i) Note that $\Theta(s,t)$ is a continuous branch of $\frac{1}{\pi} \arctan \frac{y(t) - y(t)}{x(t) - x(t)}$ on $[0, l] \times [0, l]$. Then

$$
\partial_s \int_{I_j} \varphi(t) \Theta(s,t) \, dt = \int_{I_j} \varphi(t) \partial_s \arg(\gamma(s) - \gamma(t)) \, dt
$$

holds on $I_i$ when $j \neq i$. It suffices to verify that on $I_i$,

$$
\partial_s \int_{I_i} \varphi(t) \Theta(s,t) \, dt = \int_{I_i} \varphi(t) \partial_s \arg(\gamma(s) - \gamma(t)) \, dt.
$$

Thus we may assume that $\partial \Omega = \gamma_i$. We have

$$
\int_0^l \int_0^l \frac{|\varphi(t)|}{|t - s|^{1-\alpha}} \, dt \, ds \leq C|\varphi|_{L^1}.
$$

Hence,

$$
\int_0^l \int_0^l |\varphi(t)\partial_s \Theta(s,t)| \, dt \, ds \leq C \int_0^l \int_0^l \frac{|\varphi(t)|}{|t - s|^{1-\alpha}} \, dt \, ds \leq C' |\varphi|_{L^1}.
$$

Therefore, $\int_0^l |\varphi(s)\partial_s \Theta(s,t)| \, ds$ is in $L^1(\partial \Omega)$. For a test function $\phi$ on $(0, l)$,

$$
\int_0^l \phi'(s) \int_0^l \varphi(t) \Theta(s,t) \, dt \, dsdt = \int_0^l \varphi(t) \int_0^l \phi'(s) \Theta(s,t) \, dsdt = \int_0^l \phi(s) \int_0^l \varphi(t) \partial_s \Theta(s,t) \, dt \, dsdt,
$$

which gives us (4.6).

To verify (4.7), we let $k \geq 1$ and use

$$
\partial^{k-1}_r \int \varphi(\zeta) K(\zeta, z) \, d\sigma(\zeta) = \int \varphi(\zeta) \partial^{k-1}_r K(\zeta, z) \, d\sigma(\zeta).
$$

Let $\phi$ be a $C^1$ function on $\partial \Omega$. Let $\chi_\epsilon(\zeta, z) - 1$ be a $C^1$ function on $\partial \Omega \times \partial \Omega$ which has support in $|\zeta - z| < \epsilon$ such that $|\chi_\epsilon| \leq 1$ and $|\partial_{\tau_x} \chi_\epsilon(\zeta, z)| < C\epsilon^{-1}$. Now

$$
I = \int \partial_{\tau_x} \phi(z) \int \varphi(\zeta) \partial^{k-1}_r K(\zeta, z) \, d\sigma(\zeta) \, d\sigma(z)
\quad = \lim_{\epsilon \to 0} \int \varphi(\zeta) \int \chi_\epsilon(\zeta, z) \partial_{\tau_x} [\phi(z) - \phi(\zeta)] \partial^{k-1}_r K(\zeta, z) \, d\sigma(z) \, d\sigma(\zeta).
$$
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Write the last double integral as $-I'_\epsilon - I''_\epsilon$ with

$$I'_\epsilon = \int \varphi(\zeta) \int (\partial_{\tau z} \chi_\epsilon(\zeta, z))[(\phi(z) - \phi(\zeta))] \partial_{\tau z}^{-1} K(\zeta, z) d\sigma(z) d\sigma(\zeta),$$

$$I''_\epsilon = \int \varphi(\zeta) \int \chi_\epsilon(\zeta, z)[\phi(z) - \phi(\zeta)] \partial_{\tau z} K(\zeta, z) d\sigma(z) d\sigma(\zeta).$$

Then $I'_\epsilon$ tends to 0 uniformly in $\zeta$ as $\epsilon \to 0$ because as $\epsilon$ tends to 0,

$$\left| \int (\partial_{\tau z} \chi_\epsilon(\zeta, z))[(\phi(z) - \phi(\zeta))] \partial_{\tau z}^{-1} K(\zeta, z) d\sigma(z) \right| \leq C\epsilon^{-1} \sup_{|z - \zeta| < \epsilon} |\phi(z) - \phi(\zeta)| \int_{z \in \partial \Omega, |z - \zeta| < \epsilon} |\partial_{\tau z}^{-1} K(\zeta, z)| d\sigma(z) \to 0.$$

Since $|\chi_\epsilon| \leq 1$ and $|[(\phi(z) - \phi(\zeta))] \partial_{\tau z}^{k} K(\zeta, z)| \leq C$ by (4.11), then $\lim_{\epsilon \to 0} I''_\epsilon$ equals

$$I'' = \int \varphi(\zeta) \int [\phi(z) - \phi(\zeta)] \partial_{\tau z} K(\zeta, z) d\sigma(z) d\sigma(\zeta).$$

Since $k \geq 1$, then

$$\int \partial_{\tau z}^{k} K(\zeta, z) d\sigma(z) = \lim_{\epsilon \to 0} \int_{|z - \zeta| > \epsilon} \partial_{\tau z}^{k} K(\zeta, z) d\sigma(z)$$

$$= \lim_{\epsilon \to 0} \{(\partial_{\tau z}^{-1} K(\zeta, \zeta')) - (\partial_{\tau z}^{-1} K(\zeta, \zeta''))\} = 0.$$

Here we have used the continuity of $\partial_{\tau z}^{-1} K(\zeta, z)$ and the identities $\{\zeta', \zeta''\} = \partial \Omega \cap \{z: |z - \zeta| = \epsilon\}$ for small $\epsilon$ and $\lim_{\epsilon \to 0} \zeta' = z = \lim_{\epsilon \to 0} \zeta''$. Now (4.7) follows from

$$I = -\int \varphi(\zeta) \int \phi(z) \partial_{\tau z} K(\zeta, z) d\sigma(z) d\sigma(\zeta).$$

(ii) When $\partial \Omega$ is parameterized by $\gamma(t)$, at $z = \gamma(t)$, we have $\partial_{\tau} f(z) d\sigma(z) = df(z) = \partial_{t}(f(\gamma(t))) dt$. Then (4.8) is obtained by integration by parts and (4.6). □

We have seen from (4.8) that differentiating integral operator $K$ inevitably leads to the kernel $K^*$. To recover a loss of regularity in Kellogg’s arguments, we will need to combine (4.11) and (4.3) with estimates on $K, K^*$ from the Cauchy transform.

**Lemma 4.3.** Let $\partial \Omega \in C^{k+1+\alpha}$ with $0 < \alpha < 1$. Then for a real function $\psi \in C^{\alpha}(\partial \Omega)$,

$$K\psi = 2 \Re\{C^+\psi\} - \psi, \quad K^*\psi = \psi - 2 \Re\{\tau C^+(\tau\psi)\}.$$  

In particular, $K^*(C^{k+\alpha}(\partial \Omega)) \subset C^{k+\alpha}(\partial \Omega)$, and for $l \leq k + 1$, $K(C^{l+\alpha}(\partial \Omega)) \subset C^{l+\alpha}(\partial \Omega)$.

**Proof.** The first formula follows from (3.11) immediately. Parameterize $\partial \Omega$ by $\gamma$ in arc-length. By a simple computation we obtain

$$\partial_{s} \arg(\gamma(s) - \gamma(t)) = -\Re(\gamma'(s)\Bar{\gamma'(t)}) \partial_{t} \arg(\gamma(s) - \gamma(t))$$

$$-\Im(\gamma'(s)\Bar{\gamma'(t)}) \partial_{t} \log |\gamma(s) - \gamma(t)|.$$  

To verify the second one, we use (4.9) to decompose

$$K^*\psi(z) = \frac{1}{\pi} \int_{\partial \Omega} \psi(\zeta) \partial_{\tau z} \arg(z - \zeta) d\sigma(\zeta) = J_1(z) + J_2(z)$$
with

\[ J_1(z) = -\psi(z) + \frac{1}{\pi} \text{Re}\left\{ \tau z \int_{\partial \Omega} (\psi(z) \overline{\psi(\zeta)} - \psi(\zeta) \overline{\psi(z)}) \partial_{\tau_z} \text{arg}(z - \zeta) \ d\sigma(\zeta) \right\}, \]

\[ J_2(z) = \frac{1}{\pi} \text{Im}\left\{ \tau z \int_{\partial \Omega} (\psi(z) \overline{\psi(\zeta)} - \psi(\zeta) \overline{\psi(z)}) \partial_{\tau_z} \log |z - \zeta| \ d\sigma(\zeta) \right\}. \]

By a simple computation,

\[ K^* \psi(z) = -\psi(z) + \frac{1}{\pi} \text{Im}\left\{ \tau z \int_{\partial \Omega} (\psi(z) \overline{\psi(\zeta)} - \psi(\zeta) \overline{\psi(z)}) \frac{d\zeta}{\zeta - z} \right\}. \]

Therefore, \( K^* \psi = -\psi - 2 \text{Re}\{\tau C^-(\psi)\} \). The assertions follow from Lemma 3.2. \hfill \Box

5. Kernels with parameter

We have derived estimates for \( K, K^* \) and \( C_f \). In this section we modify the arguments for the parameter case. The requirement that \( k \geq j \) in the Hölder spaces \( C^{k+\alpha,j}(\partial \Omega) \) will be evident in identity (5.17) below and in the proof of Lemma 5.4 for the Cauchy transform with parameter.

**Lemma 5.1.** Let \( \Omega \) be a bounded domain in \( \mathbb{C} \) with \( \partial \Omega \in C^1 \). Let \( \Gamma^\lambda \) embed \( \overline{\Omega} \) onto \( \overline{\Omega}^\lambda \) with \( \Gamma \in C^{1,j}(\overline{\Omega}) \). Let \( z^\lambda = \Gamma^\lambda(z) \) and \( k > 0 \). For \( z, \zeta \in \overline{\Omega} \) with \( \zeta \neq z \),

\[
\begin{align*}
(5.1) \quad \left| \frac{1}{(\zeta^\lambda - z^\lambda)^k} - \frac{1}{(\zeta^\lambda - z^\lambda)^k} \right| & \leq C_{1,0} \frac{|\Gamma^\mu - \Gamma^\lambda|_1}{|\zeta - z|^k}, \\
(5.2) \quad \left| \frac{1}{(x^\mu(\zeta) - x^\mu(z))^k} - \frac{1}{(x^\lambda(\zeta) - x^\lambda(z))^k} \right| & \leq C_s C_{1,0} \frac{|x^\mu - x^\lambda|_1}{|\zeta - z|^k}, \\
(5.3) \quad |\partial^{j}_z \log |\zeta^\lambda - z^\lambda|| & \leq C^*_{1,j}, \quad j \geq 1, \\
(5.4) \quad |\partial^j_z \log |\zeta^\mu - z^\mu|| - |\partial^j_z \log |\zeta^\lambda - z^\lambda|| & \leq C^*_{1,j} |\Gamma^\mu - \Gamma^\lambda|_{1,j}, \quad j \geq 0,
\end{align*}
\]

where (5.2) is for \( \zeta, z \in \partial \Omega \) and under the assumptions that \( |\partial_{\tau_z} x^\lambda| \geq 1/C_s \) and \( |x^\mu - x^\lambda|_1, |\zeta - z| \) are sufficiently small. Assume further that \( \Gamma \in B^1_{1+a,j}(\partial \Omega) \). Then for \( \zeta \in \partial \Omega \),

\[
\begin{align*}
(5.5) \quad |\partial^{j}_z \partial^{a}_{\zeta} \arg(\zeta^\lambda - z^\lambda)| & \leq C^*_{1+a,j} \frac{|\zeta - z|^{1+a} + \text{dist}(z, \partial \Omega)}{|\zeta - z|^2}.
\end{align*}
\]

**Proof.** Since \( \Gamma^\lambda \) are embeddings with \( \Gamma \in C^{1,0}(\overline{\Omega}) \), we have

\[
|\zeta - z|/C \leq |\zeta^\lambda - z^\lambda| \leq C|\zeta - z|.
\]

Take a path \( \rho \) in \( \overline{\Omega} \) such that \( \rho(0) = z, \rho(1) = \zeta \) and \( |\rho'| \leq C|\zeta - z| \). When \( j = 0 \), (5.4) follows from \( |\log(1 + x)| \leq 2|x| \) for \( |x| < 1/2 \) and

\[
(5.7) \quad |\partial^j_z (\zeta^\mu - z^\mu) - \partial^j_z (\zeta^\lambda - z^\lambda)| = \left| \int_0^1 \nabla (\partial^j_z \Gamma^\mu - \partial^j_z \Gamma^\lambda)(\rho(t)) \cdot \rho'(t) \ dt \right|
\]

\[
\leq C|\Gamma^\mu - \Gamma^\lambda|_{1,j} |\zeta - z|,
\]

and (5.1) follows from (5.6) - (5.7) too. By analogy, one can verify (5.2). For \( j > 0 \), \( \partial^j_z \log |\zeta^\lambda - z^\lambda| \) is a linear combination of

\[
Q^\lambda(\zeta, z) = \frac{\partial^{j_1}_z (\zeta^\lambda - z^\lambda) \cdots \partial^{j_a}_z (\zeta^\lambda - z^\lambda)}{(\zeta^\lambda - z^\lambda)^a}
\]
and their conjugates, where \( a > 1 \) and \( i_1 \leq j \). Using \( |\partial^1(\zeta^\lambda - z^\lambda)| \leq C_{1,j}|\zeta - z| \), we obtain (5.4) by (5.7), and (5.3). Note that \( Q^\lambda \) may not extend continuously to \( z = \zeta \).

To verify (5.5), we choose local \( C^{k+1+\alpha} \) coordinates such that \( \Omega \) contains \([-1, 1] \times (0, 1) \) and \( \partial \Omega \) contains \([-1, 1] \times \{0\} \). Assume that \( \zeta = \xi + i\eta, z \in \Omega \) and \( |\zeta| + |z| < 1/2 \). Then \( \gamma^\lambda_i(x, y) = \partial_x \gamma^\lambda(x, y) \) is tangent to \( \partial \Omega^\lambda \) and

\[
\partial_{\zeta^\lambda} \arg(\zeta^\lambda - z^\lambda) = |\gamma^\lambda_i(\zeta, 0)|^{-1} \text{Im} \left\{ \frac{\gamma^\lambda_i(\xi, 0)(\gamma^\lambda_i(\xi, 0) - \gamma^\lambda_i(x, y))}{|\gamma^\lambda_i(\xi, 0) - \gamma^\lambda_i(x, y)|^2} \right\}.
\]

Set \( \gamma^\lambda_2(x, y) = \partial_y \gamma^\lambda(x, y) \). We have

\[
\gamma^\lambda(x, y) - \gamma^\lambda_2(\xi, 0) = \int_0^1 \{(x - \xi)\gamma^\lambda_1(\xi + r(x - \xi), 0) + y\gamma^\lambda_2(x, ry)\} \, dr,
\]

\[
\text{Im} \left\{ \frac{\gamma^\lambda_1(\xi, 0)(\gamma^\lambda(\xi, 0) - \gamma^\lambda(x, y))}{|\gamma^\lambda(\xi, 0) - \gamma^\lambda(x, y)|^2} \right\} = \text{Im} \left\{ \frac{\gamma^\lambda_1(\xi, 0)(\gamma^\lambda(x, \xi) - \gamma^\lambda_2(x, y))}{|\gamma^\lambda(x, \xi) - \gamma^\lambda_2(x, y)|^2} \right\},
\]

(5.8)

\[
\hat{R}_1 \gamma^\lambda(x, y, \xi) = \int_0^1 [\gamma^\lambda_1(\xi + r(x - \xi), 0) - \gamma^\lambda_1(\xi, 0) \, dr,
\]

(5.9)

\[
R^*_1 \gamma^\lambda_2(x, y, \xi) = \int_0^1 \gamma^\lambda_2(x, ry) \, dr.
\]

Therefore, \( \partial_{\zeta^\lambda} \arg(\zeta^\lambda - z^\lambda) \) is a linear combination of

\[
\partial^0_{\lambda_i} \gamma^\lambda_1(\zeta, 0)|^{-1} \text{Im} \left\{ \frac{\partial^1_{\lambda_i} \hat{R}_1(\zeta, 0)(\gamma^\lambda_1(\xi, 0) - \gamma^\lambda_2(x, y))}{|\gamma^\lambda_2(x, y)|^2} \right\} q^\lambda_{i_3}(\zeta, x, y).
\]

Here \( i_0 + i_1 + i_2 + i_3 = j \) and \( q^\lambda_{i_3}(\zeta, x, y) = \partial^i_{\lambda_3} |\gamma^\lambda_1(\zeta, 0) - \gamma^\lambda_2(x, y)|^{-2} \). We can verify that

\[
|\partial^0_{\lambda_i} \gamma^\lambda_1(\zeta, 0)|^{-1} \leq C_{1,j}, \quad |\partial^i_{\lambda_3} \gamma^\lambda_1(\zeta, 0)| \leq C_{1,j}.
\]

By the arguments for (5.3)- (5.4), we obtain

\[
|q^\lambda_{i_3}(\zeta, x, y)| \leq C|z - \zeta|^{-2}.
\]

By (5.8)- (5.9), we get \( |\hat{R}_1 \partial^2_{\lambda_1} \gamma^\lambda_1(x, y, \xi)| \leq C_{1+\alpha,j}|x - \xi|^\alpha \) and \( |R^*_1 \partial^2_{\lambda} \gamma^\lambda_2(x, y, \xi)| \leq C_{1,j} \). In (5.10), we have \( y = \text{dist}(z, \partial \Omega) \) and \( |x - \xi| \leq |z - \zeta| \). Combining the above estimates, we get (5.5).

Given a family of continuous functions \( f^\lambda \) on \( \partial \Omega^\lambda \), let \( C^\lambda f \) be the Cauchy transform defined off \( \partial \Omega^\lambda \) by (3.10). Let \( C^{\pm}_j f \) be restrictions on \( \Omega^\lambda \). Denote by \( W^\lambda f \) and \( U^\lambda f \) the single and double layer potentials with moment \( f^\lambda \) on \( \partial \Omega^\lambda \). Denote by \( W^\lambda f \) and \( U^\lambda f \) their restrictions on \( \Omega^\lambda \) and extensions to \( \overline{\Omega^\lambda} \) if continuous extensions exist.
It will be convenient to use the notation

\begin{align}
|u^\mu|_{i+\alpha,j} &= \max_{i\leq j} |\partial_{i,j}^\mu (u^\lambda \circ \Gamma^\lambda)|_{i+\alpha, j}, \\
\|u^\lambda\|_{k+\alpha,j} &= \max_{i\leq j} |u^\lambda|_{k+\alpha-i,j}, \\
\|u^\mu - u^\lambda|_{i+\alpha,j} &= \max_{i\leq j} |\partial_{i,j}^\mu (u^\mu - u^\lambda \circ \Gamma^\lambda)|_{i+\alpha, j}, \\
\|u^\mu - u^\lambda\|_{k+\alpha,j} &= \max_{i\leq j} |u^\mu - u^\lambda|_{k-i+\alpha,j}, \quad j \leq k.
\end{align}

Define analogous norms by replacing $\Gamma^\lambda$ with $\gamma^\lambda$.

**Proposition 5.2.** Let $\Gamma^\lambda$ embed $\overline{\Omega}$ onto $\overline{\Omega^\lambda}$ with $\Gamma \in B^{k+1+\alpha,j}(\Omega)$. Let $j \leq k$ and $j \leq l \leq k+1$. With the norms defined by (5.11) - (5.13), we have

\begin{align}
\|C_+ f\|_{0,0} &\leq C_{1,0} |f|_{\alpha,0}, \\
\|C_+ f\|_{l+\alpha,j} &\leq C_{k+1+\alpha,j} |f|_{l+\alpha,j}, \\
\|C_+ f - C_+^\lambda f\|_{0,0} &\leq C_{1,0}(|\Gamma^\mu - \Gamma^\lambda|_1 |f^\lambda|_{\alpha} + |f^\mu - f^\lambda|_{\alpha,0}), \\
\|C_+ f - C_+^\lambda f\|_{l+\alpha,j} &\leq C_{k+1+\alpha,j}(|\Gamma^\mu - \Gamma^\lambda|_{k+1+\alpha,j} |f^\lambda|_{l+\alpha} + |f^\mu - f^\lambda|_{l+\alpha,j}).
\end{align}

If $\partial \Omega$ is real analytic, and $\Gamma^\lambda (z)$ and $f^\lambda \circ \Gamma^\lambda (z)$ are real analytic on $\overline{\Omega} \times [0, 1]$, then $C_+ f \circ \Gamma^\lambda (z)$ and $W^\lambda f \circ \Gamma^\lambda (z)$ are real analytic on $\overline{\Omega} \times [0, 1]$ too.

**Proof.** Let $z \in \Omega$. Take $z_* \in \partial \Omega$ such that $|z_* - z| = \text{dist} (z, \partial \Omega)$. We have

$$C^\lambda f(z^\lambda) = f^\lambda (z^\lambda) + \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f^\lambda (\zeta^\lambda) - f^\lambda (z^\lambda)}{\zeta^\lambda - z^\lambda} d\zeta^\lambda.$$ 

Denote the last integral by $A^\lambda(z)$. By (5.11) it is easy to see that

$$|A^\mu - A^\lambda|_0 \leq C_{1,0}(|f^\mu - f^\lambda|_{\alpha,0} + |f^\lambda|_{\alpha} |\Gamma^\mu - \Gamma^\lambda|_1) \int_{\partial \Omega} \frac{|z - z_*|_\alpha}{|\zeta - z|} |d\zeta|.$$ 

The last integral is bounded by a constant; indeed, when $\delta = \text{dist}(z, \partial \Omega)$ is sufficiently small, for $z_* = \gamma(s)$ and $\zeta = \gamma(t)$ we have $|z - \zeta| \leq C |s - t|$. This verifies (5.15). By Lemma 3.2, $C_+ f$ is continuous when $\lambda$ is fixed. Then (5.15) also implies that $C_+ f$ is in $C^{0,0}(\overline{\Omega})$. One can also verify the first inequality in (5.14). Notice that the proof merely needs $\Gamma \in C^{1,0}(\overline{\Omega})$. Next, we will verify (5.16) and the second inequality in (5.14).

Denote by $\partial_{\zeta}^\lambda$ the derivative in $z$ on $\Omega^\lambda$. By analogue of Lemma 2.4, it suffices to estimate norms for $\partial_{\zeta} C_+ f$. We first consider the case where $j = 0$. Differentiate $C^\lambda f$ and then apply Stokes to transport the derivatives to $f^\lambda(\gamma^\lambda(\zeta))$. By (3.12) we have

$$g^\lambda(z^\lambda) \overset{\text{def}}{=} \partial_{\zeta}^\lambda C^\lambda f(z^\lambda) = \frac{1}{2\pi i} \int_{\zeta \in \partial \Omega} \frac{\partial_{\zeta}^\lambda f^\lambda(\zeta^\lambda)}{\zeta^\lambda - z^\lambda} d\zeta^\lambda \overset{\text{def}}{=} \int_{\zeta \in \partial \Omega} \frac{h^\lambda(\zeta^\lambda) d\zeta^\lambda}{\zeta^\lambda - z^\lambda},$$ 

where $\partial_{\zeta} = \overline{\lambda} \partial_{\zeta}$. We have

$$\partial_{\zeta} g^\lambda(z^\lambda) = \partial_{\zeta} \Gamma^\lambda(z) I^\lambda(z), \quad I^\lambda(z) = \int_{\partial \Omega} \frac{h^\lambda(\zeta^\lambda) - h^\lambda(z^\lambda)}{(\zeta^\lambda - z^\lambda)^2} d\zeta^\lambda.$$ 

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
Note that by the product rule, \( \partial_{\lambda}^l f^\lambda(\zeta^\lambda) \) involves derivatives of order at most \( l \) in \( \zeta^\lambda \) and \( f^\lambda(\zeta^\lambda) \). Thus \( |h^\lambda|_\alpha \leq C_{k+1+\alpha}|f^\lambda|_{l+\alpha} \). We can verify that
\[
|I^\lambda(z)| \leq C|h^\lambda|_\alpha \int_{\partial\Omega} |\zeta^\lambda - z^\lambda|^{\alpha-2} d\sigma \leq C'|h^\lambda|_\alpha \int_{\partial\Omega} |\zeta - z|^{\alpha-2} d\sigma \\
\leq C_{k+1+\alpha}|f^\lambda|_{l+\alpha} \text{dist}(z, \partial\Omega)^{\alpha-1}.
\]
Combining with the first inequality in (5.14), we get its second inequality for \( j = 0 \).

Also, by (5.11)
\[
|I^\mu(z) - I^\lambda(z)| \leq C(||h^\mu - h^\lambda||_{\alpha,0} + |h^\lambda|_\alpha|\Gamma^\mu - \Gamma^\lambda|_1) \int_{\partial\Omega} |\zeta - z|^{\alpha-2} d\sigma(\zeta).
\]
Thus, \( |I^\mu(z) - I^\lambda(z)| \leq C \text{dist}(z, \partial\Omega)^{\alpha-1} \). For \( l \leq k + 1 \) we obtain
\[
\|g^\mu - g^\lambda\|_{\alpha,0} \leq C(||h^\mu - h^\lambda||_{\alpha,0} + |h^\lambda|_\alpha|\Gamma^\mu - \Gamma^\lambda|_{k+1+\alpha}).
\]
Note that \( ||h^\mu - h^\lambda||_{\alpha,0} \leq C_{k+1+\alpha}(||f^\mu - f^\lambda||_{k+1+\alpha,j} + |f^\lambda|_{k+1+\alpha,j})^{\gamma} - \gamma^\lambda|_{l+\alpha} \) for \( l \leq k + 1 \). This gives us (5.16) for \( j = 0 \).

Assume that \( j > 0 \) and (5.16) is valid when \( j \) is replaced by \( j - 1 \). Here we need a crucial cancellation. By (2.6), we have \( d\gamma^\lambda = \partial_\tau \gamma^\lambda d\sigma, \) i.e., \( d\zeta^\lambda = \partial_\tau \zeta^\lambda d\sigma(\zeta) \). Thus
\[
\partial_\lambda(C^\lambda f(z^\lambda)) = \frac{1}{2\pi i} \int_{\cless z^\lambda} \frac{\partial_\lambda[\partial_\tau \zeta^\lambda f^\lambda(\zeta^\lambda)]}{\zeta^\lambda - z^\lambda} d\sigma(\zeta) \\
- \frac{1}{2\pi i} \int_{\cless z^\lambda} \frac{(\partial_\lambda \zeta^\lambda - \partial_\tau \zeta^\lambda) f^\lambda(\zeta^\lambda)}{(\zeta^\lambda - z^\lambda)^2} d\zeta^\lambda.
\]
We apply integration by parts to the second term and write the above as
\[
\frac{1}{2\pi i} \int_{\partial\Omega} \frac{\partial_\lambda[\partial_\tau \zeta^\lambda f^\lambda(\zeta^\lambda)]}{\zeta^\lambda - z^\lambda} d\sigma(\zeta) - \frac{1}{2\pi i} \int_{\partial\Omega} \frac{\partial_\tau[\partial_\lambda \zeta^\lambda - \partial_\tau \zeta^\lambda] f^\lambda(\zeta^\lambda)}{\zeta^\lambda - z^\lambda} d\sigma(\zeta).
\]
Cancelling two second-order derivatives, we arrive at
\[
(5.17) \quad \partial_\lambda(C^\lambda f(z^\lambda)) = \frac{1}{2\pi i} \int_{\partial\Omega} \frac{\partial_\lambda(f^\lambda(\zeta^\lambda)) - \partial_\lambda \zeta^\lambda(\partial_\tau \zeta^\lambda)^{-1} \partial_\tau(f^\lambda(\zeta^\lambda))}{\zeta^\lambda - z^\lambda} d\zeta^\lambda \\
+ \frac{\partial_\lambda z^\lambda}{2\pi i} \int_{\partial\Omega} \frac{(\partial_\tau \zeta^\lambda)^{-1} \partial_\tau(f^\lambda(\zeta^\lambda))}{\zeta^\lambda - z^\lambda} d\zeta^\lambda.
\]
Now (5.16) follows from the induction hypothesis where \( (j, l) \) is replaced with \( (j - 1, l - 1) \). By a simpler computation, estimates (5.14) for \( j > 0 \) follow from (5.17) too.

The proof for real analyticity in Lemma 3.2 cannot be applied to the parameter case, as generally we cannot normalize two differential operators simultaneously. Instead, we will prove it by estimating Taylor coefficients. We start with
\[
(5.18) \quad \partial_\tau(C^\lambda f(z^\lambda)) = \frac{\partial_\tau z^\lambda}{2\pi i} \int_{\partial\Omega} \frac{\pi_\tau \partial_\tau(f^\lambda(\zeta^\lambda))}{\zeta^\lambda - z^\lambda} d\zeta^\lambda.
\]
An analogous formula holds for \( \partial_\tau(C^\lambda f(z^\lambda)) \). By (5.17)-(5.18), we express
\[
(5.19) \quad \partial_{\tau}^i \partial_\tau^{k-i-j} C^\lambda = \sum_{l=1}^{N_{i,j,k}} P_{i,j,k,l}^{\lambda}(z^\lambda) C^\lambda(Q_{i,j,k,l}^{\lambda}(\zeta^\lambda))(z^\lambda).
\]

Here $P^\lambda_{i,j,k,l}(z^\lambda)Q^\lambda_{i,j,k,l}(\zeta^\lambda)$ is the product of elements of the form

$$
\begin{align*}
&\partial_z^a \partial_{z'}^b \partial_{\zeta^\lambda}^{c+1} z^\lambda, \quad \partial_{z''}^c \partial_{\zeta^\lambda}^{d+1} z^\lambda, \quad \partial_{z''}^e \partial_{\zeta^\lambda}^{f+1} z^\lambda; \\
&\partial_{\zeta^\lambda}^{g+1} \zeta^\lambda, \quad \partial_{\zeta^\lambda}^{h} \partial_{\tau^\lambda}^{i} (\partial_{\tau^\lambda}^{j} \zeta^\lambda)^{-1}, \quad \partial_{\zeta^\lambda}^{k} \tau^\lambda; \\
&\partial_{\tau^\lambda}^{m} \partial_{\lambda}^{n} (f^\lambda(\zeta^\lambda));
\end{align*}
$$

Let us explain how the above terms are used. Let $L$ denote all first-order derivatives appearing in the right-hand sides of (5.17) and (5.18), except those of $f$. To count the total of the orders of derivatives efficiently, we will count the first-order derivatives appearing in $L$ separately, when (5.17) or (5.18) is used each time. Set $b_6 = c_4 = \cdots = c_7 = 0$. For the purpose of counting, we duplicate the above terms associated to $(a_n, b_n, c_n)$ for $n < 7$ and denote by $m_n$ the number of the copies associated to $(a_n, b_n, c_n)$ that appear in $P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}$. Since $\partial_{\zeta^\lambda}^{g} \partial_{\lambda}^{h} (f^\lambda(\zeta^\lambda))$ appears once in $P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}$, we set $m_7 = 1$. By an abuse of notation, we have not expressed the dependence of $m_n$ on $i, j, k, l, a_n', b_n'$ and $c_n'$. Nevertheless, we have

$$d_k = \max_{i,j,l} \sum_{n=1}^{7} m_n(a_n + b_n + c_n) \leq k, \quad \prod_{n=1}^{7} (a_n! b_n! c_n!)^{m_n} \leq k!.
$$

Since $z^\lambda$ and $f^\lambda(\zeta^\lambda)$ are real analytic, we have

$$|L| \leq C_0, \quad |\partial_z^a \partial_{z'}^b \partial_{\zeta^\lambda}^{c+1} z^\lambda| \leq (a + b + c - 1)! C_0^{a+b+c}, \quad a + b + c > 0, \quad |\partial_z^a \partial_{\zeta^\lambda}^{b} (\partial_{\zeta^\lambda}^{c} \zeta^\lambda)^{-1}, \tau^\lambda, f^\lambda(\zeta^\lambda))| \leq (a + b)! C_0^{a+b+1}.
$$

Here the last inequality is obtained by using real analytic parameterization in arc-length. Thus, the product of the terms in $P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}$, excluding those in $L$, is bounded in sup norm by

$$\prod_{n=1}^{7} (a_n! b_n! c_n!)^{m_n} C_0^{m_n(a_n + b_n + c_n)} \leq C_0^k k!.
$$

Next, we count $l_k$, the maximum number of first-order derivatives in $L$ which appear in each $P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}$ as $i, j$ and $l$ vary. From (5.17), taking one derivative in $\partial_\lambda$ produces at most two terms in $L$; from (5.18), taking one derivative in $z$ or $\zeta$ produces two terms in $L$. Therefore, $l_k \leq 2k + 1$. Thus, the product of the terms in $L$ that appear in $P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}$ is bounded in sup norm by $C_0^{l_k} \leq C_0^{2k+1}$. Combining with (5.20), we get

$$|P^\lambda_{i,j,k,l}Q^\lambda_{i,j,k,l}|_{L^0} \leq C_0^{l_k} \prod_{n=1}^{7} (a_n! b_n! c_n!)^{m_n} C_0^{m_n(a_n + b_n + c_n)} \leq C_0^{3k+1} k!.
$$

Finally, we count the maximum number of terms in (5.19). When we take one derivative in $\lambda$ on $C^\lambda_{\pm} f$, we get three terms by using (5.17); when we take one derivative in $z$ or $\zeta$ on $C^\lambda_{\pm} f$, we have just one term in (5.18). Therefore,

$$N_k \overset{\text{def}}{=} \max_{i,j} N_{i,j;k} \leq 3^k.
$$

We have $|Q_{i,j,k-1,l}(\cdot, \cdot)|_{L^1} \leq C_1 |Q_{i,j,k-1,l}(\cdot, \cdot)|_{L^1}$. Taking a $\zeta$-derivative on $P^\lambda_{i,j,k-1,l}Q^\lambda_{i,j,k-1,l}$ introduces at most $N_k$ terms of the form $P^\lambda_{i',j',k,l'} \times Q^\lambda_{i',j',k,l'}$. This shows
Proposition 5.3. Let $\Gamma^\lambda$ embed $\tilde{\Omega}$ onto $\overline{\Omega^\lambda}$ with $\Gamma \in C^{0,j}_\ast(\overline{\Omega})$. Suppose that $\Gamma^\lambda$ preserves the orientation. Assume that $f \in C^{0,j}_\ast(\partial\Omega_\gamma)$. Then $Wf \in C^{0,j}_\ast(\overline{\Omega_\Gamma})$ and
\[
\partial_\lambda^j Wf(z) = \frac{1}{\pi} \sum_{i=0}^j \binom{j}{i} \int_{\partial\Omega} \partial_\lambda^i (|\partial_\tau \gamma^\lambda(\zeta)| f^\lambda(\zeta)) \, \partial_\lambda^{j-i} \{ \log |\zeta^\lambda - z^\lambda| \} \, d\sigma(\zeta), \quad z \in \overline{\Omega}.
\]
Assume further that $\partial\Omega \in C^{1+\alpha}$ and $\Gamma \in B^{1+\alpha,j}_\ast(\overline{\Omega})$. Then $Uf \in C^{0,j}_\ast(\overline{\Omega_\Gamma})$ and
\[
\partial_\lambda^j Uf(z) = \frac{1}{\pi} \sum_{i=0}^j \binom{j}{i} \int_{\partial\Omega} \partial_\lambda^i (f^\lambda(\zeta)) \, \partial_\lambda^{j-i} \{ |\partial_\tau \gamma^\lambda(\zeta)| \partial_\tau \arg(\zeta^\lambda - z^\lambda) \} \, d\sigma(\zeta)
\]
holds on $\partial\Omega$. Under the norms defined by \((2.1)-(2.3)\) and \((5.11)-(5.13)\),
\[
|Wf|_{0,j} \leq C_{1,j}^\ast |f|_{0,j}, \quad |W^\mu f - W^\lambda f|_{0,j} \leq C_{1,j}^\ast (|\Gamma^\mu - \Gamma^\lambda|_{1,j} |f^\lambda|_{0,j} + |f^\mu - f^\lambda|_{0,j}).
\]
In particular, if $\partial\Omega \in C^{k+1+\alpha}$, $\Gamma \in B^{k+1+\alpha,j}_\ast(\overline{\Omega})$ and $f \in B^{k+\alpha,j}_\ast(\partial\Omega_\gamma)$ with $k \geq j$, then $Wf \in B^{k+1+\alpha,j}_\ast(\overline{\Omega_\Gamma})$; the same assertion holds if $C$ substitutes for $B$. 

\[\text{DIRICHLET AND NEUMANN PROBLEMS WITH PARAMETER} 179\]
Proof. We write $d\sigma^\lambda = a^\lambda d\sigma$ on $\partial \Omega$. Recall from (2.6) that $a^\lambda(z) = |\partial_\gamma a^\lambda(z)|$. Fix $z_0 \in \partial \Omega$. For $z \in \Omega$ we have $I_k^\lambda U^\lambda f(z) = \sum \left( \frac{j}{k} \right) I_k(z)$ with

$$I_k^\lambda(z) = \pi \int_{\partial \Omega} \partial_k \{f^\lambda(\zeta^\lambda)\} \partial_k^{-k} \{a^\lambda(\zeta) \partial_\gamma a^\lambda \arg(z^\lambda - \zeta^\lambda)\} \, d\sigma.$$  

Using (5.3) for $\gamma \in B_\epsilon^{l+\alpha}$, we get for $l \leq j$

$$\int_{\zeta \in \partial \Omega, |\zeta - z_0| < \epsilon} \partial_\zeta \{a^\lambda(\zeta) \partial_\gamma a^\lambda \arg(z^\lambda - \zeta^\lambda)\} \, d\sigma \leq Ce^\alpha, \quad z_0 \in \partial \Omega,$$

as $\partial \Omega \not\ni z \to z_0$, where the convergence is uniform in $\lambda$. Let $0 < l < j$. Note that

$$\int_{\partial \Omega} \partial_\zeta \{a^\lambda(\zeta) \partial_\gamma a^\lambda \arg(z^\lambda - \zeta^\lambda)\} \, d\sigma(\zeta) = 0, \quad z \not\in \partial \Omega.$$

For $z = z_0 \in \partial \Omega$ and $\gamma \in C_{l}^{1,0}$, the last integral equals

$$\lim_{\epsilon \to 0} \int_{\zeta \in \partial \Omega, |\zeta - z_0| > \epsilon} \partial_\zeta \{a^\lambda(\zeta) \partial_\gamma a^\lambda \arg(z^\lambda - \zeta^\lambda)\} \, d\sigma = \lim_{\epsilon \to 0} \partial_\zeta \{\pi - \arg(\gamma^\lambda \circ \hat{\gamma}(\epsilon_2) - \gamma^\lambda \circ \hat{\gamma}(0)) - \arg(\gamma^\lambda \circ \hat{\gamma}(0) - \gamma^\lambda \circ \hat{\gamma}(\epsilon_1))\} = \lim_{\epsilon \to 0} \partial_\zeta \left\{\pi - \arctan \frac{\int_0^1 (y^\lambda)'(r \epsilon_2) \, dr}{\int_0^1 (x^\lambda)'(r \epsilon_2) \, dr} + \arctan \frac{\int_0^1 (y^\lambda)'(r \epsilon_1) \, dr}{\int_0^1 (x^\lambda)'(r \epsilon_1) \, dr}\right\} = 0.$$

Here we have used $\arg(x + iy) = \arctan(y/x) \mod \pi$ and a local $C^1$ parameterization $\hat{\gamma}$ of $\partial \Omega$ near $z_0$ with $\hat{\gamma}(0) = z_0$. Also, $\partial \Omega$ intersects $\{|\zeta - z_0| = \epsilon\}$ at $\hat{\gamma}(\epsilon_1)$, $\hat{\gamma}(\epsilon_2)$ for $\epsilon$ sufficiently small. We have also assumed without loss of generality that $\partial_\gamma x^\lambda(z_0) \neq 0$. Expanding both sides of (5.25), we get the formula for $\partial_k^\lambda U^\lambda f$. Combining the formula with (5.23), we see that $U^\lambda f(z_0)$ is continuous in $\lambda$. Then, the uniform convergence of $U^\lambda f(z)$ as $z \to z_0$ yields $U^\lambda f \in C_{l}^{0,1}(\overline{\Omega}_r)$.

Write $\partial_k^\lambda W^\lambda f$ as a linear combination of

$$h_{j_1 j_2}^\lambda(z) = \int_{\partial \Omega} \partial_k^\lambda \{a^\lambda(\zeta) f^\lambda(\zeta)\} \partial_k^{j_2} \log |z^\lambda - \zeta^\lambda| \, d\sigma, \quad j_1 + j_2 = j.$$

Using (5.3) and (3.5), we obtain

$$|\partial_k^\lambda \log |\zeta^\lambda - z^\lambda|| \leq C, \quad j_2 > 0; \quad |\log |\zeta^\lambda - z^\lambda|| \leq C(|\log |t - s|| + 1),$$

where $z = \hat{\gamma}(s) + h \nu(s), \zeta = \hat{\gamma}(t)$, and $\hat{\gamma}$ is a parameterization of $\partial \Omega$. We conclude easily that $h_{j_1 j_2}^\lambda(z)$ are continuous on $\overline{\Omega} \times [0, 1]$. This verifies the formula for $\partial_k^\lambda W^\lambda f$.

By the formulae of $\partial_k^\lambda W^\lambda f$, we obtain $W^\lambda f \in C_{l}^{0,1}(\overline{\Omega}_r)$ and the desired estimate for $W^\lambda f$ by (5.3) and (3.5), $\int_{\partial \Omega} |\log |\zeta^\lambda - z^\lambda|| \, d\sigma^\lambda < C$ and dist$(z, \partial \Omega) \int_{\partial \Omega} |\zeta - z|^{-2} \, d\sigma < C$ for $z \in \Omega$. The assertion on higher-order derivatives follows from $\partial_k W f = -iC[\tau f]$ and Proposition 5.2. \qed
To prepare our estimates in section 7 for integral equations with parameter, we use the rest of the section to extend Lemma 4.1 to the parameter case.

For convenience, we will use the following difference operators:

$$\delta^\lambda f = f^\nu - f^\mu,$$
$$\delta_{t_1 t_2} g = g(t_2) - g(t_1).$$

For clarity we will also write the above as $$\delta^\lambda f^\bullet$$ and $$\delta_{t_1 t_2} g^\cdot,$$ where $$\cdot$$ and $$\bullet$$ indicate the variables used in the operators. Both satisfy the product rule to the extent that

$$\delta^\lambda (f g) = \delta^\lambda f g^\nu + f^\nu \delta^\lambda g,$$
$$\delta_{t_1 t_2} (f g) = \delta_{t_1 t_2} f g(t_3) + f(t_3) \delta_{t_1 t_2} g,$$

where $$\nu = \lambda$$ or $$\mu$$ (and two $$\nu$$’s are different), and $$t_3 = t_1$$ or $$t_2$$. For $$\gamma \in B^{k+1+\alpha,j}(\partial\Omega),$$ with the above notation we have

$$K^\lambda_{k-j,j}(\zeta, z^\lambda) := \partial_{z^\lambda}^{k-j} \partial_{\zeta}^j \{\arg(z^\lambda - z^\lambda)\}, \quad \zeta, z^\lambda \in \partial\Omega,$$
$$\delta^\lambda K_{k-j,j}(\zeta, z) = K^\mu_{k-j,j}(\zeta^\mu, z^\mu) - K^\lambda_{k-j,j}(\zeta^\lambda, z^\lambda), \quad \zeta, z \in \partial\Omega.$$

**Lemma 5.4.** Let $$\gamma^\lambda$$ embed $$\partial\Omega$$ onto $$\partial\Omega^\lambda$$ with $$\gamma \in C^{k+1+\alpha,j}(\partial\Omega)$$ and $$k \geq j.$$ Then on $$\partial\Omega^\lambda \times \partial\Omega^\lambda$$ and off its diagonal,

$$\begin{align}
|K^\lambda_{k-j,j}(\zeta^\lambda, z^\lambda)| & \leq C_{k+1+\alpha,j} |\zeta - z|^{\alpha - 1}, \\
|K^\lambda_{k-j,j}(\zeta^\lambda, z^\lambda) - K^\lambda_{k-j,j}(\zeta^\lambda, z^\lambda)| & \leq C_{k+1+\alpha,j} \left| \frac{z_2 - z_1}{|\zeta - z_1|} \right|, \\
|\delta^\lambda K_{k-j,j}(\zeta, z)| & \leq C_{k+1+\alpha,j} \|\gamma^\mu - \gamma^\lambda\|_{k+1+\alpha,j} |\zeta - z|^{\alpha - 1}, \\
|\delta_{z_1 z_2} \delta^\lambda K_{k-j,j}(\zeta, z)| & \leq C_{k+1+\alpha,j} \|\gamma^\mu - \gamma^\lambda\|_{k+1+\alpha,j} \left| \frac{z_2 - z_1}{|\zeta - z_1|} \right|, \\
|\delta_{z_1 z_2} \delta^\lambda K_{0,j}(z_2, \zeta) - \delta^\lambda K_{0,j}(z_1, \zeta)| & \leq C_{1+\alpha,j} \|\gamma^\mu - \gamma^\lambda\|_{1+\alpha,j} \left| \frac{z_2 - z_1}{|\zeta - z_1|^{2-\alpha}} \right|,
\end{align}$$

where (5.27), (5.29) and (5.30) are for $$|\zeta - z_1| > 2|z_2 - z_1|.$$

**Proof.** It suffices to verify (5.26)-(5.29) for $$\zeta, z_1, z_2, z$$ near a point $$w \in \partial\Omega$$ at which $$|\partial_{x^\lambda} x^\lambda| \neq 0.$$ We may assume that $$w = 0$$ and $$\partial\Omega$$ contains $$(-1,1) + i0.$$ We may assume that $$\|\gamma^\mu - \gamma^\lambda\|_{1,0}$$ is sufficiently small; otherwise, (5.25)-(5.29) follow from (5.26)-(5.27). We may further assume that $$\partial\Omega^\lambda$$ is embedded through $$\gamma^\lambda(t)$$ such that, for $$|t| \leq 1,$$ $$|x^\lambda(t)| > 1/C$$ and $$\|(x^\lambda(s) - x^\lambda(t))^{-1}\| \leq C|s - t|^{-1}.$$ In the following, we assume that $$s, t, t_1$$ and $$t_2$$ are in $$(-1,1).$$ Define $$q^\lambda(s, t) = (y^\lambda(s) - y^\lambda(t))/(x^\lambda(s) - x^\lambda(t))$$ and

$$\hat{K}^\lambda_{k-j,j}(s, t) = \partial_{x^\lambda}^{k+1-j} q^\lambda(s, t), \quad \delta^\lambda K_{k-j,j}(s, t) = \hat{K}^\mu_{k-j,j}(s, t) - \hat{K}^\lambda_{k-j,j}(s, t).$$

By (2.7), we have $$(\partial_{t^\lambda} u^\lambda)(\gamma^\lambda(t)) = |\partial_t \gamma^\lambda|^{-1} \partial_{x^\lambda}(u^\lambda(\gamma^\lambda)).$$ Hence

$$K^\lambda_{k-j,j}(\gamma^\lambda(s), \gamma^\lambda(t)) = \sum_{j' \leq j, k' \leq k} Q^\lambda_{j,k'}(t) \hat{K}^\lambda_{k-j',j'}(s, t).$$

Here $$Q^\lambda_{j,k'}$$ are $$C^\infty$$ functions in $$|\partial_t \gamma^\lambda|^{-1}, \partial_t \gamma^\lambda, \ldots, \partial_t^{k+1} \gamma^\lambda,$$ and

$$q^\lambda(s, t) = \frac{\int_0^1 (y^\lambda)'(s + r(t-s)) \, dr}{\int_0^1 (x^\lambda)'(s + r(t-s)) \, dr}.$$
We have for $Q^\lambda = Q^\lambda_{j,k'}$,

$$|Q^\lambda(t)| \leq C_{k+1,j}, \quad |Q^\lambda(t_2) - Q^\lambda(t_1)| \leq C_{k+1+\alpha,j}|t_2 - t_1|^\alpha,$$

$$|(Q^\mu - Q^\lambda)(t_2) - (Q^\mu - Q^\lambda)(t_1)| \leq C_{k+1+\alpha,j}\|\gamma^\mu - \gamma^\lambda\|_{k+1+\alpha,j}|t_2 - t_1|^\alpha.$$

Therefore, to show (5.26) and (5.31), it suffices to verify them when $K^\lambda(\zeta^\lambda, z^\lambda), \zeta$, and $z$ are replaced by $K^\lambda(s,t), s$, and $t$, respectively.

Recall that $\hat{R}_k f(s,t) = \int_0^1 \{f^{(k)}(t+r(s-t)) - f^{(k)}(t)\} \, dr$. We apply formula (4.5) and obtain for $(x^\lambda(s) - x^\lambda(t))q^\lambda(s,t) = y^\lambda(s) - y^\lambda(t),$

$$(x^\lambda(s) - x^\lambda(t))k+2-j \partial_t^{k+2-j} q^\lambda(s,t)$$

$$= (s-t)^{k+1-j}\left\{P^\lambda_i \hat{R}_{k+1-j} y^\lambda(s,t) + \sum_{i=1}^{k+1-j} P^\lambda_i \hat{R}_i x^\lambda(s,t)\right\},$$

where $P^\lambda_i(s,t)$ are polynomials in $s - t, \partial_t(x^\lambda, y^\lambda), \ldots, \partial_t^{k+1-j}(x^\lambda, y^\lambda), \partial_t^{k+1-j}\gamma^\lambda,$ and $x^\lambda(s) - x^\lambda(t)$. Hence $\partial^\lambda_{\gamma} \partial_t^{k+1-j} q^\lambda(s,t)$ is a linear combination of $L^\lambda(s,t)$ of the form

$$(s-t)^{k+1-j} \frac{\partial^\lambda_{\gamma}(x^\lambda(s) - x^\lambda(t))\cdots \partial^\lambda_{\gamma}(x^\lambda(s) - x^\lambda(t))}{(x^\lambda(s) - x^\lambda(t))^{k+2-j + a}} \partial^\lambda_{\mu} P^\lambda_i \partial^\lambda_{\lambda} \hat{R}_i (x^\lambda, y^\lambda)(s,t).$$

Here $j_1 + \cdots + j_a + j_b + j_c = j$ and $i + j \leq k + 1$. Assume that $j' \leq j$. We first bound each term in $L^\lambda(s,t)$ as follows:

(5.31) $|\partial^\lambda_{\gamma} y^\lambda(s) - \partial^\lambda_{\gamma} y^\lambda(t)| \leq C|s - t|, \quad |(x^\lambda(s) - x^\lambda(t))^{\alpha} - C|s - t|^{\alpha},$

(5.32) $|\partial^\lambda_{\gamma} \hat{R}_i y^\lambda(s,t)| \leq C|s - t|^{\alpha}, \quad |\partial^\lambda_{\gamma} P^\lambda_i(s,t)| \leq C, \quad i + j \leq k + 1.$

By (5.31), (5.32) we get $|L^\lambda(s,t)| \leq C|s - t|^{\alpha - 1}$, which gives us (5.26). We now assume that $|s - t| \geq 2|t_2 - t_1|$. Then

(5.33) $|(s-t_2) - (x - t_1)| \leq |s - t_1|^{\alpha} |t_2 - t_1|^{\alpha},$

(5.34) $|\partial^\lambda_{\gamma} x^\lambda(t_2) - \partial^\lambda_{\gamma} x^\lambda(t_1)| \leq C|s - t_1|^{\alpha} |t_2 - t_1|^{\alpha},$

(5.35) $|(x^\lambda(s,t_2))^{\alpha} - (x^\lambda(s,t_1))^{\alpha} - C|s - t_1|^{\alpha} |t_2 - t_1|^{\alpha},$

(5.36) $|\partial^\lambda_{\gamma} (P^\lambda_i \hat{R}_i y^\lambda)(s,t_2) - \partial^\lambda_{\gamma} (P^\lambda_i \hat{R}_i y^\lambda)(s,t_1)| \leq C\|\gamma\|_{k+1+\alpha,j}|t_2 - t_1|^{\alpha}.$

Here $i + j \leq k + 1$. Comparing the exponents in (5.31)-(5.32) with the ones in (5.33)-(5.36), and using the exponent in (5.26), we obtain (5.27) by a simple computation.

Applying $\delta^\lambda_{\mu}$ to each term in $L^\lambda(s,t)$, we get

(5.37) $|\delta^\lambda_{\mu} (\partial^\lambda_{\gamma} x^\lambda(s) - \partial^\lambda_{\gamma} x^\lambda(t))| \leq C\|\gamma^\mu - \gamma^\lambda\|_{k+1,j}|s - t|,$

(5.38) $|\delta^\lambda_{\mu}((x^\lambda(s) - x^\lambda(t))^{\alpha})| \leq C\|\gamma^\mu - \gamma^\lambda\|_{k+1,j}|s - t|,$

(5.39) $|\delta^\lambda_{\mu} (\partial^\lambda_{\gamma} P^\lambda(s,t))| \leq C\|\gamma^\mu - \gamma^\lambda\|_{k+1,j},$

(5.40) $|\delta^\lambda_{\mu}((\partial^\lambda_{\gamma} \hat{R}_i^\lambda)(s,t))| \leq C\|\gamma^\mu - \gamma^\lambda\|_{k+1+\alpha,j}|s - t|^{\alpha}, \quad i + j \leq k + 1.$

We see that (5.37), (5.40) and (5.31)-(5.33) differ by a factor $\|\gamma^\mu - \gamma^\lambda\|_{k+1+\alpha,j}$, as (5.26) and (5.28) do. A simple computation gives us (5.28). We have

$$\delta^\lambda_{\mu} (x(s) - x(t))^{\alpha} = (x^\mu(t) - x^\mu(s))^{\alpha}(x^\lambda(s) - x^\lambda(t))^{\alpha}\delta^\lambda_{\mu}(x(s) - x(t)).$$
Note that $\delta_{t_1t_2}$ and $\delta^{\lambda\mu}$ commute. Assume that $|s-t_1| > 2|t_2-t_1|$. Then
\[ |\delta_{t_1t_2} \delta^{\lambda\mu}(x(s)-x(\cdot))^{-1}| \leq 2C|t_2-t_1||s-t_1|^{-2}|\gamma^\mu - \gamma^\lambda|_0|s-t_1| + C|s-t_1|^{-2}|\gamma^\mu - \gamma^\lambda|_1|t_2-t_1| \leq 3C|\gamma^\mu - \gamma^\lambda|_1|s-t_1|^{-1-\alpha}|t_2-t_1|^\alpha. \]
Therefore,
\begin{align*}
(5.41) \quad |\delta^{\lambda\mu} \delta_{t_1t_2}(\partial_2^\bullet \gamma^\bullet(s) - \partial_2^\bullet \gamma^\bullet(\cdot))| & \leq C|\gamma^\mu - \gamma^\lambda|_{1,j}|s-t_1|^{-1-\alpha}|t_2-t_1|^\alpha, \\
(5.42) \quad |\delta^{\lambda\mu} \delta_{t_1t_2}(x(\cdot),s)|^{-1} & \leq C|\gamma^\mu - \gamma^\lambda|_{1,0}|s-t_1|^{-1-\alpha}|t_2-t_1|^\alpha, \\
(5.43) \quad |\delta^{\lambda\mu} \delta_{t_1t_2}(P^\bullet_t, \tilde{R}_t \gamma^\bullet)(s,\cdot)| & \leq C|\gamma^\mu - \gamma^\lambda||k_{1+\alpha,j}||t_2-t_1|^\alpha. 
\end{align*}
Here $i + j \leq k + 1$. Comparing (5.34)-(5.36) with (5.31)-(5.32) and (5.41)-(5.43) with (5.33)-(5.36), we see that applying $\delta^{\lambda\mu}$ introduces a factor $|\gamma^\mu - \gamma^\lambda|_{k+\alpha,j}$, as shown in (5.27) and (5.29). A simple computation gives us (5.29).

To verify (5.30), we start with
\[ \hat{K}^\lambda(t,s) = \text{Im} \frac{\partial_s \gamma^\lambda \int_t^s (\partial_r \gamma^\lambda - \partial_s \gamma^\lambda) \, dr}{|\partial_s \gamma^\lambda||\gamma^\lambda(s) - \gamma^\lambda(t)|^2}. \]

Then $\partial_2^\lambda \hat{K}^\lambda(t,s)$ is a linear combination of $J^\lambda(s,t) = A^\lambda_1(s)A^\lambda_2(s,t)A^\lambda_3(s,t)$ with
\[ A^\lambda_1(s) = \partial_\lambda^2 \left((\partial_s \gamma^\lambda)^{-1} \overline{\partial_s \gamma^\lambda}\right), \quad A^\lambda_2(s,t) = \partial_\lambda^2 (|\gamma^\lambda(s) - \gamma^\lambda(t)|^{-2}), \quad A^\lambda_3(s,t) = \partial_\lambda^3 \int_t^s (\partial_r \gamma^\lambda - \partial_s \gamma^\lambda) \, dr \]
and $j_1 + j_2 + j_3 = j$. Then $|A^\lambda_1| \leq C$ and
\[ |A^\lambda_2(s,t)| \leq C|s-t|^{-2}, \quad |A^\lambda_3(s,t)| \leq C|s-t|^{1+\alpha}, \quad |J^\lambda(s,t)| \leq C|s-t|^{\alpha-1}. \]
Assume that $|s-t_1| \geq 2|t_2-t_1|$. As in the proof of (4.42), we write
\[ \int_{t_2}^{t_1} (\partial_r \gamma^\lambda - \partial_s \gamma^\lambda) \, dr = \int_{t_2}^{t_1} (\partial_r \gamma^\lambda - \partial_s \gamma^\lambda) \, dr. \]
Applying $\partial_\lambda^2$ and then $\delta^{\lambda\mu}$ to the above, we get
\[ |A^\lambda_3(s,t_2) - A^\lambda_3(s,t_1)| \leq C|\gamma^\lambda|_{1,\alpha,j}|t_2-t_1||s-t_1|^\alpha, \quad |\delta^{\lambda\mu} \delta_{t_1t_2} A^\lambda_3(s,\cdot)| \leq C|\gamma^\mu - \gamma^\lambda|_{1,\alpha,j} |t_2-t_1||s-t_1|^\alpha. \]
We can also verify that
\[ |A^\lambda_2(s,t)| \leq C|s-t|^{-2}, \quad |\delta^{\lambda\mu} A^\lambda_2(s,t)| \leq C|\gamma^\mu - \gamma^\lambda|_{1,\alpha,j}|s-t|^{-2}, \quad |\delta_{t_1t_2} A^\lambda_2(s,\cdot)| \leq C|\gamma^\mu - \gamma^\lambda|_{1,\alpha,j} |t_2-t_1|^\alpha, \quad |\delta_{t_1t_2} \delta^{\lambda\mu} A^\lambda_2(s,\cdot)| \leq C|\gamma^\mu - \gamma^\lambda|_{1,\alpha,j} |t_2-t_1|^\alpha. \]
By a simple computation, we get (5.30). 

Define $K^\lambda_{k-j,j}(z^\lambda) = \int_{\partial\Omega^\lambda} \varphi^\lambda(\zeta^\lambda) K^\lambda_{k-j,j}(z^\lambda, \zeta^\lambda) \, d\sigma^\lambda$ and
\[ (K^\lambda_{k-j,j})^* \varphi(z^\lambda) = \int_{\partial\Omega^\lambda} \varphi(\zeta^\lambda) K^\lambda_{k-j,j}(z^\lambda, \zeta^\lambda) \, d\sigma^\lambda. \]
We will also denote $K^\ast \varphi = \{(K^\lambda)^\ast \varphi\}$, $K^\ast_{k-j,j} \varphi = \{(K^\lambda_{k-j,j})^\ast \varphi\}$

$$\delta^{\lambda \mu} K^\ast_{k-j,j} \varphi(\zeta, z) = (K^\mu_{k-j,j})^\ast(\zeta^\mu, z^\mu) - (K^\lambda_{k-j,j})^\ast(\zeta^\lambda, z^\lambda), \ \zeta, z \in \partial \Omega.$$ 

The reader is referred to (2.11)-(2.3) and (5.11)-(5.13) for the definition of norms.

**Proposition 5.5.** Let $k \geq j$ and $0 \leq \beta \leq \alpha$. Let $\alpha' = \alpha$ for $\beta > 0$ and $\alpha' < \alpha$ for $\beta = 0$. Let $\Omega$ be a bounded domain in $\mathbb{C}$ with $\partial \Omega \subset C^{k+1+\alpha}$. Let $\gamma^\lambda$ embed $\partial \Omega$ onto $\partial \Omega^\lambda$ with $\gamma \in B^{k+1+\alpha+\beta}(\partial \Omega)$. Suppose that $k \geq j$ and $k+1 \geq l \geq j$. Then

(5.44) \[ |K_{0,j}^\ast \varphi|_{0,j-j'} \leq C^\ast_{1+\alpha,j} \varphi|_{0,j-j'}, \quad |K_{0,j}^\ast \varphi|_{0,j-j'} \leq C^\ast_{1+\alpha,j} \varphi|_{0,j-j'}, \]

(5.45) \[ |\delta^{\lambda \mu} K_{0,j}^\ast \varphi|_{0,j-j'} \leq C_{1+\alpha,j}(|\delta^{\lambda \mu} \varphi|_{0,j-j'} + |\delta^{\lambda \mu} \gamma|_{j+1+\alpha,j}), \]

(5.46) \[ |K_{ij,j}^\ast \varphi|_{k-i+\alpha',j-j'} \leq C_{k+1+\alpha,j}(|\delta^{\lambda \mu} \varphi|_{j-j'+\beta,j-j'}), \]

(5.47) \[ |\delta^{\lambda \mu} K_{ij,j}^\ast \varphi|_{k-i+\alpha',j-j'} \leq C_{k+1+\alpha,j}(|\delta^{\lambda \mu} \varphi|_{j-j'+\beta,j-j'} + |\delta^{\lambda \mu} \gamma|_{k+1+\alpha',j}), \]

(5.48) \[ |K_{ij,j}^\ast \varphi|_{l-i+\alpha',j-j'} \leq C_{k+1+\alpha,j}(|\delta^{\lambda \mu} \varphi|_{j-j'+1\beta,j-j'} + |\delta^{\lambda \mu} \gamma|_{k+1+\alpha,j}). \]

(5.49) \[ |\delta^{\lambda \mu} K_{ij,j}^\ast \varphi|_{l-i+\alpha',j-j'} \leq C_{k+1+\alpha,j}(|\delta^{\lambda \mu} \varphi|_{j-j'+1\beta,j-j'} + |\delta^{\lambda \mu} \gamma|_{k+1+\alpha,j}). \]

**Proof.** Recall from (2.6) that $a^\lambda(\zeta) = |\partial_\zeta \gamma^\lambda|$ and $d\sigma^\lambda(\zeta^\lambda) = a^\lambda(\zeta) d\sigma(\zeta)$ on $\partial \Omega$. Since $|\partial_\zeta K^\lambda(\zeta^\lambda, z^\lambda)| \leq C|\zeta - z|^{\alpha-1}$, by the mean value theorem we can change the order of differentiation and integration in $\delta^{\lambda \mu} K_{0,j}^\ast \varphi$. The latter is then a linear combination of

$$\int_{\partial \Omega} (a^\lambda(\zeta))^{-1} \partial_\zeta (a^\lambda(\zeta) \varphi(\zeta^\lambda)) \partial_\zeta K_{0,j}^\ast \varphi(\zeta^\lambda, \zeta^\lambda) d\sigma^\lambda, \quad j_1 + j_2 = j - j'.$$

By replacing $(a^\lambda(\zeta))^{-1} \partial_\zeta (a^\lambda(\zeta) \varphi(\zeta^\lambda))$ with $\varphi^\lambda(\zeta^\lambda)$, it suffices to verify (5.44) when $j' = j$. Analogously, we only need to verify (5.44)-(5.49) for $j' = j$.

We have $|K_{0,j}^\ast \varphi(\zeta^\lambda)| \leq C|\varphi^\lambda|_0 \int_{\partial \Omega} |\zeta - z|^{\alpha-1} d\sigma \leq C'|\varphi^\lambda|_0$, and by (4.1)-(4.2),

(5.50) \[ \left| \int_{\partial \Omega} \varphi^\lambda(\zeta)(K^\lambda_{0,j}(\zeta^\lambda_2, \zeta^\lambda) - K^\lambda_{0,j}(z^\lambda_1, \zeta^\lambda)) d\sigma^\lambda \right| \]

$$\leq C |a^\lambda \varphi^\lambda|_0 \left\{ \int_{|\zeta - z_1| < 3|z_2 - z_1|} 2|\zeta - z_1|^{\alpha-1} d\sigma^\lambda \right. $$

$$\left. + \int_{|\zeta - z_1| > 3|z_2 - z_1|} |z_2 - z_1|^{1-\alpha} d\sigma^\lambda \right\} \leq C'|\varphi^\lambda|_0 |z_2 - z_1|^{\alpha},$$

which gives (5.44). We have

$$\delta^{\lambda \mu} K_{0,j} \varphi(z) = \int_{\partial \Omega} \delta^{\lambda \mu} (a(\zeta) \varphi(\zeta)) K^\mu_{0,j}(z^\mu, \zeta^\mu) d\sigma$$

$$+ \int_{\partial \Omega} a^\lambda(\zeta) \varphi^\lambda(\zeta^\lambda) \delta^{\lambda \mu} K_{0,j}(z, \zeta) d\sigma \overset{\text{def}}{=} I_1(z) + I_2(z).$$

Also, $|I_1(z)| \leq C(|\varphi^\mu - \varphi^\lambda|_0 + |\gamma^\mu - \gamma^\lambda|_1) \leq (5.26)$. By analogue of (5.50), we get $|I_2| \leq C(|\varphi^\mu - \varphi^\lambda|_0 + |\gamma^\mu - \gamma^\lambda|_1)$ Using (5.28) and (5.30) we get $|I_2| \leq C|\varphi^\lambda|_0 \delta^{\lambda \mu} \gamma_{1+\alpha,0}$. This shows (5.45).

By (2.7), $(K^\lambda_{k-j,j})^\ast \varphi$ satisfies (5.46)-(5.47) if and only if $\delta^{k-i-j}_\lambda (K^\lambda_{k-j,j})^\ast \varphi$ satisfies estimates (5.43)-(5.44) with $i = k, j' = j$. By (4.1), $(K^\lambda_{k-j,j})^\ast \varphi = \delta^{k-i-j}_\lambda (K^\lambda_{k-j,j})^\ast \varphi$. 

we reduce the used in arguments for the parameter case in section 7. As mentioned in section 1, we derive some details. The estimates will be bounded by

\[ C_{\alpha, \beta} \leq C \parallel \varphi \parallel_{\alpha, \beta}. \]

By Lemma 4.3 and Proposition 5.2, we get for

\[ (\mathcal{K}^\lambda_{k-j})^*1(z_2) - (\mathcal{K}^\lambda_{k-j})^*1(z_1). \]

The first integral equals

\[ \int_{|\zeta - z_1| \leq |z_2 - z_1|} |\zeta - z_1|^{\alpha-1} \, d\sigma(\zeta) + \int_{|\zeta - z_1| > 2|z_2 - z_1|} \frac{|z_2 - z_1|^\alpha}{|\zeta - z_1|^{1-\beta}} \, d\sigma(\zeta). \]

Here the sum does not exceed \( C |z_2 - z_1|^\alpha \) when \( \beta > 0 \). If \( \beta = 0 \), it does not exceed \( C_{\alpha'} |z_2 - z_1|^{\alpha'} \) for any \( \alpha' < \alpha \). We have

\[ (\mathcal{K}^\lambda_{k-j})^*1(z) = \int_{\partial \Omega} a^\lambda(\zeta) \overline{\varphi} \mathcal{K}^\lambda(\zeta, z) \, d\sigma(\zeta) \]

By Lemma 4.3 and Proposition 5.2, we get for

\[ b_i^\lambda = (a^\lambda)^{-1} \partial^\lambda \mathcal{K}^\lambda. \]

\[ |(\mathcal{K}^\lambda)^* b_i|_{k-j+\alpha_j-1} \leq C, \quad |(\mathcal{K}^\lambda)^* b_i - (\mathcal{K}^\lambda)^* b_i|_{k-j+\alpha_j-1} \leq C \parallel \gamma^\mu - \gamma^\lambda \parallel_{k+1 + \alpha_j}. \]

We have verified (5.46). We have

\[ \delta^\mu (\mathcal{K}^\lambda_{k-j})^* \varphi(z) = \int_{\partial \Omega} \delta^\mu(a(\zeta) \varphi(\zeta)) \mathcal{K}^\mu_{k-j}(\zeta, z) \, d\sigma \]

By analogy of estimation for \( (\mathcal{K}^\lambda_{k-j})^* \varphi \), we obtain (5.47) by (5.27) and (5.29).

Finally, we obtain (5.48) - (5.49) by (5.44) - (5.47), and \( \partial_{\tau^j} \mathcal{K}^\lambda \varphi = - (\mathcal{K}^\lambda)^* (\partial_{\tau^j} \varphi^\lambda). \)

6. NULL SPACES OF \( I \pm K \) AND \( I \pm K^* \)

In this section, we describe results on integral equations for the Dirichlet and Neumann problems. Lacking a reference to the precise regularity in derivatives on solutions to the two problems, we derive some details. The estimates will be used in arguments for the parameter case in section 5. As mentioned in section 4, we reduce the \( C^1 \) regularity of solutions, which is an important step in Kellogg’s proof [7], to the integral equations for the Dirichlet problem to the \( C^0 \) regularity of the integral equations for the Neumann problem.
Proposition 6.1. Let $\partial \Omega \in C^{k+1+\alpha}$ with $k \geq 0$ and $0 < \alpha < 1$. Let $0 \leq \beta \leq \alpha$.

(i) Let $p > 1/\alpha$. Then

$$|K\varphi|_{\alpha-1/p} \leq C_{1+\alpha}|\varphi|_{L^p}, \quad |K^*\varphi|_{\alpha'} \leq C_{1+\alpha}C_{\alpha'}|\varphi|_{L^p}$$

for any $\alpha' \leq \alpha - \frac{1}{p}$ with $\alpha' < \alpha$.

(ii) Let $\mathcal{L}$ be one of $\mathcal{K}, -\mathcal{K}, \mathcal{K}^*$, and $-\mathcal{K}^*$. Then

$$|\varphi|_{L^p} \leq C_{1+\alpha}C_p(|\varphi|_{L^1} + |\varphi + \mathcal{L}\varphi|_{L^p}), \quad p > 1,$$

$$|\varphi|_{\beta} \leq C_{1+\alpha}(|\varphi|_{L^1} + |\varphi + \mathcal{L}\varphi|_{\beta}).$$

(iii) Let $\mathcal{L} = \mathcal{K}^*$ or $-\mathcal{K}^*$. Then $|\varphi|_{k+\beta} \leq C_{k+1+\alpha}(|\varphi|_{L^1} + |\varphi + \mathcal{L}\varphi|_{k+\beta}).$

(iv) Let $\mathcal{L} = \mathcal{K}$ or $-\mathcal{K}$ and $1 \leq l \leq k + 1$. Assume that $l \geq 2$ or $\partial_\nu \varphi \in L^{1}$. Then $|\varphi|_{l+\beta} \leq C_{k+1+\alpha}(|\varphi|_{L^1} + |\partial_\nu \varphi|_{L^1} + |\varphi + \mathcal{L}\varphi|_{l+\beta}).$

Proof. (i) We adapt Kellogg’s arguments in the proof of Proposition 4.5. Let $1/p + 1/q = 1$. Decompose $K\varphi(z_2) - K\varphi(z_1)$ as

$$\left\{ \int_{|\zeta - z_1| < 2|z_2 - z_1|} |K(z_2, \zeta) - K(z_1, \zeta)| d\sigma(\zeta) \right\}^{1/q} \leq C|z_2 - z_1|^{\alpha-\frac{1}{q}}.$$

We estimate the first integral by $|K(z_j, \zeta)| \leq C|\zeta - z_j|^{|1-\alpha|}$ and get

$$\left\{ \int_{|\zeta - z_1| < 2|z_2 - z_1|} |K(z_2, \zeta)|^q + |K(z_1, \zeta)|^q d\sigma(\zeta) \right\}^{1/q} \leq C|z_2 - z_1|^{\alpha-\frac{1}{q}}.$$
Therefore, \( I + T_{XL} : L^p \to L^p \) has an inverse with norm \(< 1/2 \) when \( C_0 \alpha^{-1} e^{\alpha (1 - \frac{1}{2})} \leq 1/2 \). Since \((1 - \chi)L\) is continuous, it is easy to obtain

\[
|T_{(1-\chi)L}\varphi|_{L^\infty} \leq C_e |\varphi|_{L^1}.
\]

Using \( \varphi = (I + T_{XL})^{-1}(I + T_{XL})\varphi - (I + T_{XL})^{-1}T_{(1-\chi)L}\varphi \), we estimate two inverses and obtain

\[
|\varphi|_{L^p} \leq C |\varphi| + \mathcal{L}|\varphi|_{L^p} + C_e |\varphi|_{L^1}.
\]

When \( \beta = 0 \), we get \( \varphi \in L^\infty \) and hence \( \varphi \in C^0 \) by (i). Assume that \( \beta > 0 \). Using \( \varphi = (\varphi + \mathcal{L}\varphi) - \mathcal{L}\varphi \), we obtain \( |\varphi|_{\beta/2} \leq C |\varphi + \mathcal{L}\varphi|_{\beta/2} + C'||\varphi|_{L^1} \), from which we get \( |\varphi|_{\beta} \leq C_1|\varphi + \mathcal{L}\varphi|_{\beta} + C_2|\varphi|_{\beta/2} \leq C_3|\varphi + \mathcal{L}\varphi|_{\beta} + C_4|\varphi|_{L^1} \).

(iii) This follows from (5.44) with \( j = 0 \) and (ii).

(iv) When \( k \geq 1 \), we know that \( K \) is of class \( C^1 \). Hence \( \varphi \in C^1 \) if \( \varphi + K\varphi \) is additionally of class \( C^1 \). Since \( \partial_\tau \varphi \in L^1 \), by Lemma 4.2(ii) we get \( \partial_\tau \varphi(\tau) + K^*\partial_\tau \varphi = \partial_\tau (\varphi + K\varphi) \). The rest follows from (ii)-(iii).

For applications to integral equations with parameter (Lemma 6.1), we emphasize that the constants \( C_{k+1+\alpha} \) in Proposition 6.2 depend only on \( |(\gamma')^{-1}|0 \) and \( |\gamma'|_{1+1+\alpha} \) if \( \partial Q \) is parameterized by \( \gamma \).

**Proposition 6.2.** Let \( \partial Q \in C^{1+\alpha} \). Let \( e_0 = 1 \) on \( \partial Q \). For \( i > 0 \), let \( e_i = 1 \) on \( \gamma_i \) and \( e_i = 0 \) on \( \partial Q \setminus \gamma_i \). Let \( 0 \leq \beta \leq \alpha \).

(i) Let \( L \) be one of \( K, -K, K^*, \) and \( -K^* \). Then \( \varphi + L\varphi = \psi \in C^\beta(\partial Q) \) admits an \( L \) solution \( \varphi \) if and only if \( \psi \perp \ker (I + L^*) \). All \( L \) solutions \( \varphi \) are in \( C^\beta(\partial Q) \).

(ii) \( \{ e_1, \ldots, e_m \} \) spans \( \ker (I + K) \) and \( e_0 \) spans \( \ker (I - K) \).

(iii) \( \ker (I + K^*) \cap \ker (I + K)^\perp = \{ 0 \} \) and \( \ker (I - K^*) \cap \ker (I - K)^\perp = \{ 0 \} \).

(iv) \( \ker (I + K^*) \) is spanned by \( \{ \phi_1, \ldots, \phi_m \} \), where \( \phi_i \) satisfy \( \int_{\gamma_i} \phi_j d\sigma = \delta_{ij} \) for \( i, j > 0 \) and \( \int_{\partial Q} \phi_i d\sigma = 0 \) for \( i > 0 \). Moreover, \( W\phi_1, \ldots, W\phi_m \) are locally constant on \( \partial Q \) and vanish on the outer boundary of \( \partial Q \), and \( (W\phi_1|_{\gamma_1})_{1 \leq i, j \leq m} \) is non-singular when \( m > 0 \).

(v) \( \ker (I - K^*) \) is spanned by \( \phi_0 \) and \( W\phi_0 \) is constant on \( \partial Q \). Moreover, \( \phi_0 \) vanishes on \( \partial Q \setminus \gamma_0 \), \( \int_{\partial Q} \phi_0 d\sigma = 1 \), and \( \phi_0 \) depends only on \( \gamma_0 \).

**Proof.** (i)-(iii) The first assertion follows from the compactness of \( L \) on \( L^2 \) (10), p. 162, and \( \varphi \in C^\beta \) follows from Proposition 6.1(ii). The proof of (ii) is in 3 (p. 135). For (iii), assume that \( \psi \in \ker (I + K^*) \cap \ker (I + K) \). We have \( \psi + K^*\psi = 0 \), and by (i) \( \psi = \varphi + K^*\varphi \). For \( \psi \in \ker (I - K^*) \cap \ker (I - K) \), we have \( \psi - K^*\psi = 0 \) and \( \varphi = \varphi - K^*\varphi \). In both cases, we have \( \psi, \varphi \in C^\alpha \). Then \( W\varphi \) and \( W\psi \) are in \( C^{1+\alpha} \) by Lemma 3.2(iii). One can show that \( \psi = 0 \); see 3 (p. 137), where the use of Green’s identities merely requires that \( \partial Q, W\varphi, W\psi \) be of class \( C^{1+\alpha} \).

(iv) By compactness of \( L \), we have \( \dim \ker (I + L^*) = \dim \ker (I + L) = 1 \) (3, p. 24). Note that if \( \phi_1, \ldots, \phi_m \) span \( \ker (I + K^*) \), the matrix \( A = (\int_{(\gamma_i)} \phi_j d\sigma)_{1 \leq i, j \leq m} \) must have rank \( m \). Indeed if \( \phi = c_1\phi_1 + \cdots + c_m\phi_m \) is orthogonal to \( e_1, \ldots, e_m \), then by (i) and (iii), \( \varphi = 0 \). With \( A \) being non-singular, we can normalize \( \phi_1 \) such that \( A \) is the identity matrix. This verifies the first assertion. To show that \( W\phi_1 \) is locally constant on \( \partial Q \), we integrate \( \phi_1 + K^*\phi_1 = 0 \) and \( \int_{\partial Q} \phi_i d\sigma = 0 \) for \( i > 0 \). This shows that \( \phi_i \in \ker (I + K^*) \). Hence, \( W\phi_i \) is locally constant on \( \Omega' \) and vanishes on the unbounded component of \( \Omega' \). By the continuity of \( W\phi_i \), it is constant on the inner boundary of \( \Omega \) and vanishes on the outer boundary. Assume for the sake
of contradiction that \((Wφ_i|γ_j)_{1≤i,j≤m}\) is singular. Since \(Wφ_i\) are constants on \(γ_i\) and vanish on \(γ_0\), then \(Wφ_1,\ldots,Wφ_m\) are linearly dependent on \(∂Ω\). Therefore, for some \(c_i\) which are not all zero, we have \(W(c_1φ_1+\cdots+c_mφ_m)=0\) on \(∂Ω\). This implies that \(c_1φ_1+\cdots+c_mφ_m\) is in \(\ker(I+K^*)\cap\ker(I-K^*)\). Since \(φ_1,\ldots,φ_m\) form a basis, we get \(c_i=0\) for all \(i\), a contradiction.

(v) By (iii), we know that if \(φ_0\) spans \(\ker(I-K^*)\), then \(∫_{∂Ω}φ_0\,dσ\neq 0\). Let \(φ_0\) be the unique element in \(\ker(I-K^*)\) such that \(∫_{∂Ω}φ_0\,dσ=1\). We want to show that \(φ_0=0\) on \(γ_j\) for \(j>0\) and that \(φ_0\) depends only on \(γ_0\).

Let \(Ω_0\) be the bounded domain bounded by the outer boundary \(γ_0\) of \(Ω\). Let \(φ\), with \(∫_{∂Ω_0}φ\,dσ=1\), span \(\ker(I-K_{0}^*)\subset L^2(∂Ω_0)\). Here \(K_{0}^*(ζ,z)=\frac{1}{2}\partial_τ\arg(ζ-z)\) for \(ζ, z\in∂Ω_0\). Let \(Wφ\) be the single-layer distribution with density \(φ\) on \(γ_0\). Since \(Wφ\) is constant on \(Ω_0\), then \(∂_τWφ=0\) for the normal vector \(ν\) of any \(C^1\) curve \(γ\) in \(Ω_0\). This shows that \(\ker(I-K^*)\) is spanned by \(Wφ\) if \(Wφ\) equals \(φ\) on \(γ_0\) and is zero on \(∂Ω\setminusγ_0\). The condition \(∫_{∂Ω}φ_0\,dσ=1\) implies that \(φ_0=Wφ\).

For convenience, we will use \(\{e_1,\ldots,e_m\},\{e_0\},\{φ_1,\ldots,φ_m\}\), and \(\{φ_0\}\) for bases of \(\ker(I+K),\ker(I-K),\ker(I+K^*)\), and \(\ker(I-K^*)\), respectively.

**Lemma 6.3.** Let \(∂Ω\in C^{1+α}\) and \(0≤β≤α\). Let \(L=K\) or \(-K\). If \(φ+Lφ=g\in C^{1+β}(∂Ω)\) and \(φ\perp\ker(I+L)\), then \(φ\in C^{1+β}(∂Ω)\) and it is determined by

\[
φ=φ+c_0e_0+c_1e_1+\cdots+c_me_m,
φ_1-L^*φ_1=∂_τg,\quad φ_1\in \ker(I-L^*)⊥\cap \ker(I+L)⊥,
∂_τφ=φ_1-d_0φ_0-d_1φ_1-\cdots-d_mφ_m,\quad \int_{γ_i}φ\,dσ=0,\quad i≥0.
\]

Moreover, \(c_i\) and \(d_i\) are determined as follows:

(i) If \(L=K\), then
\[
c_0=\frac{1}{2l^2}\int_{∂Ω}(g-Lφ)\,dσ,\quad c_1=\cdots=c_m=-c_0,\quad d_0=\int_{∂Ω}φ_1e_0\,dσ,\quad d_1=\cdots=d_m=0.
\]

(ii) If \(L=-K\), then
\[
c_i=\frac{1}{2l^2}\int_{γ_i}(g-Lφ)\,dσ,\quad i≥1,\quad c_0=-\frac{1}{2l^2}\int_{∂Ω\setminusγ_0}(g-Lφ)\,dσ,\quad d_i=\int_{∂Ω}φ_1e_i\,dσ,\quad i≥1,\quad d_0=0.
\]

**Proof.** (i) Assume that \(φ+Kφ=g\in C^{1+β}\). Recall that \(e_1,\ldots,e_m\) span \(\ker(I+K)\). Since \(∂_τg\perp\ker(I-K)\), there exists \(φ_1\in C^β\cap\ker(I-K^*)\) such that \(φ_1-K^*φ_1=∂_τg\). Let \(j>0\). Since \(∫_{γ_j}K^*φ_1\,dσ=−∫_{γ_j}φ_1\,dσ\), then \(∫_{γ_j}φ_1\,dσ=0\). Recall that \(φ_0=0\) on \(γ_j\) and \(∫_{γ_j}φ_0\,dσ=1\). Let \(d_0=∫_{∂Ω}φ_1\,dσ\). Then \(φ_1=φ_1-d_0φ_0\) is orthogonal to \(e_0,\ldots,e_m\), and hence there is a unique \(φ\in C^{1+β}\) such that \(φ_1=∂_τφ\) and \(∫_{γ_j}φ\,dσ=0\) for all \(i≥0\). Thus, we obtain

\[
∂_τ(φ+Kφ)=∂_τg=φ_1-K^*φ_1=∂_τφ+d_0φ_0-K^*(∂_τφ+d_0φ_0)=∂_τ(φ+Kφ).
\]
Hence, $\varphi - \hat{\varphi} + K(\varphi - \hat{\varphi}) = 2c_0 + \sum_{i>0} c_i e_i$. We rewrite it as

$$(\varphi - \hat{\varphi} - c_0) + K(\varphi - \hat{\varphi} - c_0) = \sum_{i>0} c_i e_i.$$  

Being in the range of $I + K$, the right-hand side must be orthogonal to $\ker(I + K^*)$. Hence, $c_i = 0$ and consequently $\varphi - \hat{\varphi} - c_0 = \sum_{j>0} c_j e_j$. This shows that $\varphi \in C^{1+\beta}$.

Since $\varphi$ and $\hat{\varphi}$ are orthogonal to $e_i$ for $i > 0$, then $c_i + c_0 = 0$. We substitute $\hat{\varphi} + c_0 e_0 + \cdots + c_m e_m$ for $\varphi$ in $\varphi + K\varphi = g$ to get $g = \hat{\varphi} + K\hat{\varphi} + 2c_0 e_0$. Therefore, $2c_0 l_2^2 = \int_{\partial\Omega} (g - K\hat{\varphi}) d\sigma$.

(ii) Assume that $\varphi - K\varphi = g \in C^{1+\beta}$. We find $\varphi_1 \in C^{\beta} \cap \ker(I + K^*)^{\perp}$ such that $\varphi_1 + K^*\varphi_1 = \partial_t g$. By $\int_{\partial\Omega} K^*\varphi_1 d\sigma = \int_{\partial\Omega} \varphi_1 d\sigma$, we get $\int_{\partial\Omega} \varphi_1 d\sigma = 0$. Since $\phi_j \in \ker(I + K^*)$ satisfy $\int_{\gamma_i} \phi_j d\sigma = \delta_{ij}$ for $i, j > 0$, then for $d_j = \int_{\gamma_j} \varphi_1 d\sigma$, $\hat{\varphi}_1 = \varphi_1 - d_1 \phi_1 - \cdots - d_m \phi_m$ is orthogonal to $e_1, \ldots, e_m$. We still have $\hat{\varphi}_1 + K^*\hat{\varphi}_1 = \partial_t g$; in particular, $\int_{\gamma_0} \hat{\varphi}_1 d\sigma = \int_{\partial\Omega} \hat{\varphi}_1 d\sigma = 0$. We write $\hat{\varphi}_1 = \partial_t \hat{\varphi}$ with $\int_{\gamma_1} \hat{\varphi} d\sigma = 0$ for $j \geq 0$. As in (ii), we get $\partial_t (\varphi - \hat{\varphi} - K(\varphi - \hat{\varphi})) = 0$, and hence

$$(\varphi - \hat{\varphi}) - K(\varphi - \hat{\varphi}) = \tilde{c}_0 + 2 \sum_{i=1}^{m} c_i e_i.$$  

The right-hand side must be orthogonal to $\ker(I - K^*)$, the span of $\phi_0$. As $\phi_0$ vanishes on $\gamma_1 \cup \cdots \cup \gamma_m$ by Proposition 6.2 (v), we obtain $\tilde{c}_0 = \tilde{c}_0 \int_{\partial\Omega} \phi_0 d\sigma = 0$. Then $\varphi - \hat{\varphi} - \sum_{j>0} c_j e_j \in \ker(I - K)$, so it is a constant $c_0$. Therefore, $\varphi \in C^{1+\beta}$. Also, $g = \varphi - K\varphi = \hat{\varphi} - K\hat{\varphi} + 2c_1 e_1 + \cdots + c_m e_m$. We get $2c_i l_2 = \int_{\gamma_i} (g - K\hat{\varphi}) d\sigma$ for $i > 0$. Using $0 = \langle \varphi, e_0 \rangle = \sum_{i>0} c_i |l_i|^2 + c_0 l_2^2$, we get the formula for $c_0$.  

The above lemma allows us to study integral equations for the planar Dirichlet problem via integral equations for the Neumann problem. We now strengthen Proposition 6.1 (iv) as follows.

**Corollary 6.4.** Let $l \geq 1$, $0 < \alpha < 1$ and $0 \leq \beta \leq \alpha$. Let $\Omega$ be a bounded domain with $\partial\Omega \in C^{1+\alpha}$. Let $L$ be $K$ or $-K$. If $\varphi + L\varphi \in C^{1+\beta}(\partial\Omega)$, then $\varphi \in C^{1+\beta}(\partial\Omega)$.

### 7. Regularity of Solutions for Integral Equations with Parameter

We first describe the main difficulty if we use the Fredholm resolvent directly to formulate our solutions for domains depending on a parameter. Such a formulation via the resolvent for the Dirichlet problem on a fixed domain is in [8]. Assume for simplicity that $\partial\Omega$ is $C^2$, and parameterize $\partial\Omega$ by $\gamma(t)$ in arc-length. The kernel $K(s, t) = \frac{1}{\pi} \partial_t \arg(\gamma(s) - \gamma(t))$ is then continuous, and the resolvent $L(s, t, z)$ satisfies

$$K(s, t) = L(s, t, z) + z \int_0^l L(s, r, z) K(r, t) dr.$$  

It is a basic theorem of Fredholm that there exists $\delta(z)$ with $\delta(0) = 1$ such that $\delta(z)$ and $\delta(z)L(s, t, z)$ are entire functions in $z$ (see, e.g., [9]). It is known that $L(s, t, z)$ is analytic at $z = 1$ when $\Omega$ is simply connected (see [7], or [3], p. 133); by a theorem of Plemelj [12], it has a simple pole at $z = 1$ otherwise. One can verify that $\delta(1) \neq 0$ when $\Omega$ is simply connected (9, p. 294), and in this case the zeros of $\delta$ do not accumulate at 1 as domains vary. However, we do not know if the zeros of $\delta$ accumulate at 1 as $\delta$ varies with $\Omega$, when $\Omega$ is multi-connected. Without resolving this issue, we will estimate solutions by taking the limit and differentiating in $\lambda$ on the integral equations directly.
This section consists of three results. Lemma 7.1 shows the uniform boundedness of solutions of integral equations in $L^p$ and Hölder norms; Lemma 7.3 provides formulae to differentiate the integral equations; Proposition 7.4 contains the estimates for the solutions of the integral equations.

Recall that for a family of functions $f^\lambda$ on $\partial \Omega \in C^{k+\alpha} \cap C^1$, we define for $k \geq j$
\[ \|f\|_{k+\alpha,j} = \max_{i \leq j} |\partial^i f^\lambda|_{k-i+\alpha}, \quad \|f^\mu - f^\lambda\|_{k+\alpha,j} = \max_{i \leq j} |\partial^i f^\mu - \partial^i f^\lambda|_{k-i+\alpha}. \]

For a family of embeddings $z \rightarrow \gamma^\lambda(z)$ from $\partial \Omega$ onto $\partial \Omega^\lambda$, we use the notation $z^\lambda = \gamma^\lambda(z)$ and
\[ g(z, \lambda) = g\lambda(\gamma^\lambda(z)). \]

Let $\{\mathcal{L}^\lambda\}$ be one of $\{\mathcal{K}^\lambda\}, \{-(\mathcal{K}^\lambda)^*\}, \{-((\mathcal{K}^\lambda)^*)\}$, and let $\{\ell^\lambda_1, \ldots, \ell^\lambda_n\}$ be the canonical basis of $\ker(I + \mathcal{L}^\lambda)$, described after the proof of Proposition 6.2. Define
\[ \langle (\varphi, \ell^\lambda_i) \rangle^\lambda = \langle \varphi^\lambda, \ell^\lambda_i \rangle = \int_{\partial \Omega^\lambda} \varphi^\lambda \ell^\lambda_i \, d\sigma^\lambda. \]

**Lemma 7.1.** Let $\gamma^\lambda$ embed $\partial \Omega$ onto $\partial \Omega^\lambda$ with $\gamma \in B^{1+\alpha,0}(\partial \Omega)$. Let $0 < \alpha < 1$ and $0 \leq \beta \leq \alpha$. Let $\varphi^\lambda \in L^1(\partial \Omega^\lambda)$ and define $\psi_0^\lambda$ according to the following two cases:

a) Let $\{\mathcal{L}^\lambda\}$ be $\{\mathcal{K}^\lambda\}$ or $\{-\mathcal{K}^\lambda\}$. Also, let
\[ \varphi^\lambda + (\mathcal{L}^\lambda)^* \varphi^\lambda = \psi_0^\lambda, \quad \langle \varphi^\lambda, \ell^\lambda_i \rangle = \psi^\lambda_i, \quad 1 \leq i \leq n. \]

b) Let $\{\mathcal{L}^\lambda\}$ be one of $\{\mathcal{K}^\lambda\}, \{-\mathcal{K}^\lambda\}, \{(\mathcal{K}^\lambda)^*\}$, and $\{-(\mathcal{K}^\lambda)^*\}$. Also, let
\[ \varphi^\lambda + \mathcal{L}^\lambda \varphi^\lambda = \psi_0^\lambda, \quad \langle \varphi^\lambda, \ell^\lambda_i \rangle = \psi^\lambda_i, \quad 1 \leq i \leq n. \]

Then the following hold:

(i) Let $1/\alpha < p \leq \infty$. Suppose that $\lambda \rightarrow \psi_0^\lambda \circ \gamma^\lambda \in L^p(\partial \Omega)$ and $\lambda \rightarrow \psi^\lambda_i$ are bounded (resp. continuous) maps on $[0,1]$. Then $\lambda \rightarrow \varphi^\lambda \circ \gamma^\lambda \in L^p(\partial \Omega)$ is bounded (resp. continuous) on $[0,1]$.

(ii) If $\psi_0^\mu \in L^p(\partial \Omega^\mu)$ and $\psi^\mu_0 \in L^p(\partial \Omega^\lambda)$ with $1 < p \leq \infty$, then
\[
|\varphi(\cdot, \mu) - \varphi(\cdot, \lambda)|_{L^p} \leq C_{1+\alpha,0} C_p [\|\varphi(\cdot, \mu) - \varphi(\cdot, \lambda)\|_{L^1} + |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_{L^p} + \|\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)\|_{L^1}] \gamma^\mu - \gamma^\lambda|_{1+\alpha}. \]

(iii) If $\psi_0^\mu \in C^0(\partial \Omega^\mu)$ and $\psi_0^\mu \in C^\beta(\partial \Omega^\lambda)$, then
\[
|\varphi(\cdot, \mu) - \varphi(\cdot, \lambda)|_\beta \leq C_{1+\alpha,0} [\|\varphi(\cdot, \mu) - \varphi(\cdot, \lambda)\|_{L^1} + |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_\beta + \|\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)\|_{L^1}] \gamma^\mu - \gamma^\lambda|_{1+\alpha}. \]

**Proof.** We first verify the assertions for case a). The verification for b) will be simpler, after we establish $\phi_\lambda \in B^{\alpha,0}(\partial \Omega_\gamma)$ via (i) of case a). The proof of (i) is given in Steps 1 and 2 below. The proofs of (ii) and (iii) are in Step 3.

**Step 1** (Boundedness in $L^p$ norms). Fix $1/\alpha < p \leq \infty$. We are given
\[
\varphi(\zeta, \lambda) + \int_{\eta \in \partial \Omega} \varphi(\eta, \lambda) \mathcal{L}^\lambda(\eta^\lambda, \zeta^\lambda) \, d\sigma^\lambda(\eta^\lambda) = \psi_0(\zeta, \lambda),
\]
\[
\int_{\eta \in \partial \Omega} \varphi(\eta, \lambda) \ell^\lambda_i \, d\sigma^\lambda(\eta^\lambda) = \psi^\lambda_i, \quad 1 \leq i \leq n.
\]
Assume for the sake of contradiction that $A_j = |φ^{λ_j}|_{L^p} → ∞$ for some $λ_j → 0$. Normalize in the $L^p$ norm by letting $φ^{λ_j} = A_j^{-1}φ^{λ_j}$ and $ψ^{λ_j}_i = A_j^{-1}ψ^{λ_j}_i$. We get

\begin{equation}
φ(ζ, λ_j) + \int_{∂Ω} φ(η, λ_j)L^{λ_j}(η^{λ_j}, ζ^{λ_j}) dσ^{λ_j}(η^{λ_j}) = ψ_0(ζ, λ_j),
\end{equation}

\begin{equation}
|φ(·, λ_j)|_{L^p} = 1, \int_{∂Ω} φ(η, λ_j)τ_i dσ^{λ_j}(η^{λ_j}) = ψ^{λ_j}_i.
\end{equation}

Since the $L^p$ norms of $φ^{λ_j}$ are bounded, by Proposition 6.1 (i) the $C^{α/2}$-norms of $(L^{λ_j})^*φ^{λ_j}$ on $∂Ω$ are bounded too. Thus, $(L^{λ_j})^*φ^{λ_j} ∘ γ^{λ_j}$ have bounded $C^{α/2}$-norms on $∂Ω$. Passing to a subsequence if necessary, $(L^{λ_j})^*φ^{λ_j} ∘ γ^{λ_j}$ converges uniformly on $∂Ω$. Since $ψ_0(·, λ_j)$ converges to 0 in the $L^p$ norm, (7.4) implies that $φ(·, λ_j)$ converges to some $φ_*$ in the $L^p$ norm. Recall that $δ σ^{λ_j}(z) = a^{λ_j}(z) dσ(z)$ with $a^{λ_j}(z) = |∂_z γ^{λ_j}(z)|$. Since $a^{λ_j}$ converges to $a^0$ in sup norm, then $φ(·, λ_j)a^{λ_j}(·)$ approaches $φ_∗ a^0(·)$ in the $L^p$ norm. Decompose

\[ \left| \int_{∂Ω} φ(η, λ_j)L^{λ_j}(η^{λ_j}, ζ^{λ_j}) dσ^{λ_j}(η^{λ_j}) - \int_{∂Ω} φ_*(η)L^0(η^0, ζ^0) dσ^0(η^0) \right| \]

\[ \leq \left| \int_{∂Ω} (φ(η, λ_j)a^{λ_j}(η) - φ_*(η)a^0(η))L^{λ_j}(η^{λ_j}, ζ^{λ_j}) dσ(η) \right| \]

\[ + \int_{∂Ω} φ_*(η)a^0(η)(L^{λ_j}(η^{λ_j}, ζ^{λ_j}) - L^0(η^0, ζ^0)) dσ(η) \] = I_j(z) + I_j'(z).

From $p > 1/α$, $|K^{λ_j}(ζ, z^λ)| ≤ C|ζ - z|^{α-1}$, and Hölder inequalities, we see that $I_j → 0$ in $L^p$ as $λ_j → 0$. From Hölder inequalities and the dominated convergence theorem, we see that $I_j' → 0$ in $L^p$ for $λ_j → 0$ also. Thus, letting $j$ tend to $∞$ in (7.4), (7.5), we get

\[ φ^*(ζ^0) + \int_{∂Ω} φ^*(η^0)L^0(η^0, ζ^0) dσ^0(η^0) = 0, \]

\[ |φ^*|_{L^p} = 1, \int_{∂Ω} φ^*(η^0)τ_i dσ^0(η^0) = 0, \quad i = 1, \ldots, n. \]

By Proposition 6.2 (iii), the first and last $n$ identities imply that $φ^* = 0$. The latter contradicts the second identity. Therefore $\{|φ^{λ}|_{L^p}\}$ is bounded. By Proposition 6.1 (i) and (ii), we obtain

\begin{equation}
|(L^{λ_j})^*φ^λ|{α/2} ≤ C_{1+α}|φ^λ|_0,
\end{equation}

\begin{equation}
|φ^λ|_β ≤ C_{1+α}(|φ^λ|_{L^1} + |ψ^λ_0|_β).
\end{equation}

Step 2 (Continuity in $L^p$ norms). Fix $1/α < p ≤ ∞$. Assume for the sake of contradiction that $|φ(·, λ_j) - φ(·, 0)|_{L^p} ≥ δ > 0$ for a sequence $λ_j$ tending to zero. By (7.6), passing to a subsequence if necessary, we may assume that the sequence of continuous functions $(L^{λ_j})^*φ^{λ_j} ∘ γ^{λ_j}$ converges uniformly as $λ_j → 0$. Hence by (7.3), $φ(·, λ_j)$ converges to $φ_* = φ^* ∘ γ^0$ in $L^p$. We have $|φ(·, 0) - φ^*(·)|_{L^p} ≥ δ$. By the same arguments in Step 1 we know that $φ^*, φ^0$ satisfy the same equations,

\[ φ^0(ζ^0) + \int_{∂Ω} φ^0(η^0)L^0(η^0, ζ^0) dσ^0(η^0) = ψ^0(ζ^0), \]

\[ \int_{∂Ω} φ^0(η^0)τ_i dσ^0(η^0) = ψ^0_i, \quad 0 ≤ i ≤ n. \]
By Proposition 5.2 (iii), $\varphi^0 = \varphi^*$, a contradiction. This proves the continuity of $\varphi(z, \lambda)$ in the $L^p$ norm.

We proceed to repeat Steps 1 and 2 for case b). From case a), we know that $\phi_0, \ldots, \phi_m$ are of class $B^{\alpha,0}$. Thus the basis $\{\ell_1, \ldots, \ell_n\}$ of $\ker(I + \mathcal{L})$ is of class $B^{\alpha,0}$ in all cases.

We are given

$$
\varphi^\lambda + \mathcal{L}^\lambda \varphi^\lambda = \psi^\lambda_0, \quad \int_{\eta \in \partial \Omega} \varphi^\lambda \ell^\lambda_i \, d\sigma^\lambda(\eta^\lambda) = \psi^\lambda_i, \quad 1 \leq i \leq n.
$$

We first repeat Step 1, which is simpler now. Assume for the sake of contradiction that there exists a sequence $\lambda_j$, approaching to 0, such that $|\varphi^\lambda_j|_{L^p} = B_j$ tends to $\infty$. Then $\tilde{\varphi}_j = B_j^{-1} \varphi^\lambda_j$ has bounded $L^p$ norms and $\mathcal{L}^\lambda \tilde{\varphi}_j$ has bounded $C^{\alpha/2}$ norms. Passing to a subsequence if necessary, we may assume that $(\mathcal{L}^\lambda \tilde{\varphi}_j \circ \gamma^\lambda_j$ converges uniformly on $\partial \Omega$. Hence $\tilde{\varphi}_j \circ \gamma^\lambda_j = (B_j^{-1} \psi_j - \mathcal{L}^\lambda \tilde{\varphi}_j \circ \gamma^\lambda_j$ converges to $\varphi_\ast = \varphi^* \circ \gamma^0$ in $L^p(\partial \Omega)$. Reasoning as in Step 1 shows that $\varphi^\ast$ satisfies

$$
\varphi^\ast + \mathcal{L}^\ast \varphi^\ast = 0, \quad \varphi^\ast \perp \ker(I + \mathcal{L}^0), \quad |\varphi^\ast|_{L^p} = 1.
$$

The first two expressions imply that $\varphi^\ast = 0$, a contradiction. This shows that $\varphi^\lambda$ have bounded $L^p$ norms. Thus the $C^{\alpha/2}$ norms of $\mathcal{L}^\lambda \varphi^\lambda$ on $\partial \Omega^\lambda$ are bounded, and every sequence $\varphi^\lambda_j \circ \gamma^\lambda_j(z)$ with $\lambda_j \to 0$ has a subsequence converging uniformly to some $\tilde{\varphi}(z,0) = \tilde{\varphi}^0 \circ \gamma^0(z)$ on $\partial \Omega$. It is clear that $\tilde{\varphi}^0, \varphi^0$ satisfy the same equations (7.8) with $\lambda = 0$. Therefore, $\varphi^0 = \varphi^0$ and consequently $\varphi^\lambda \circ \gamma^\lambda$ are continuous in the $L^p$ norm.

Step 3 (Estimates in $L^p$ and Hölder norms). This step works for a), b). We first consider case a) and derive (7.2) for $\beta > 0$. We have $L = K$ or $-K$. It suffices to verify it for $\beta = \alpha$. For $z \in \partial \Omega$, write

$$
d\sigma^\lambda(z^\lambda) = a^\lambda(z) \, d\sigma(z), \quad D(z) = \frac{a^\mu(z)}{a^\lambda(z)} \varphi(z, \mu) - \varphi(z, \lambda).
$$

We set $\lambda = \mu$ in (7.3) and then multiply it by $a^\mu(z)/a^\lambda(z)$. We subtract the new equation by the original (7.3) and get

$$
D(z) + \int_{\partial \Omega} D(\zeta) \mathcal{L}^\lambda(\zeta^\lambda, z^\lambda) \, d\sigma^\lambda(\zeta^\lambda) = E_0(z) - E_1(z) - E_2(z)
$$

with

$$
E_0(z) = \frac{a^\mu(z)}{a^\lambda(z)} \psi_0(z, \mu) - \psi_0(z, \lambda),
$$

$$
E_1(z) = \int_{\zeta \in \partial \Omega} \varphi(\zeta, \mu)(L^\mu(\zeta^\mu, z^\mu) - L^\lambda(\zeta^\lambda, z^\lambda)) \, d\sigma^\mu(\zeta^\mu),
$$

$$
E_2(z) = \left\{ \frac{a^\mu(z)}{a^\lambda(z)} - 1 \right\} \int_{\zeta \in \partial \Omega} \varphi(\zeta, \mu)L^\mu(\zeta^\mu, z^\mu) \, d\sigma^\mu(\zeta^\mu).
$$
Note that $\left| \frac{\alpha(\cdot)}{\alpha(z)} - 1 \right|_1 \leq C_1 |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha}$. We immediately obtain

$$|E_0|_\alpha \leq C_1 (|\psi_0^\mu|_\alpha |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha} + |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_\alpha).$$

By (5.46) with $i = j' = 0$, we obtain

$$|E_2|_\alpha \leq C |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha} |\varphi^\mu|_\alpha.$$

Define the trivial extension $\hat{\varphi}_\mu(z^\lambda) = \varphi^\mu(z^\mu)$, so it is actually independent of $\lambda$. In particular, since $\varphi(\cdot, \mu) \in B^\alpha$, then $\hat{\varphi}_\mu$ is of class $C^{\alpha, 0}(\partial \Omega_\gamma)$. Also, define $\hat{a}_\mu(z^\lambda) = a^\mu(z)$ so $\hat{a}_\mu \in C^{k+\alpha, \beta}(\partial \Omega_\gamma)$. By Lemma 4.3 for $L = \epsilon K^*$ with $\epsilon = \pm 1$,

$$\epsilon E_1(z) = \varphi^\mu \left( 1 - \frac{a^\mu(z)}{\hat{a}(z)} \right) - 2 \Re \{ \tau^\mu C^\lambda_+ (\overline{\tau^\mu} \hat{\varphi}_\mu) \} + 2 \Re \{ \tau^\lambda C^\lambda_+ (\overline{\tau^\lambda} \hat{a}_\mu) \}.$$

By the Cauchy transform with parameter (Proposition 5.2), we obtain

$$|E_1|_\alpha \leq C |\varphi^\mu|_\alpha |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha}.$$

Applying Proposition 6.1 (ii) to (7.9), we obtain

$$|D|_\alpha \leq C(|D|_{L^1} + (|\varphi^\mu|_\alpha + |\psi_0^\mu|_\alpha) |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha} + |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_\alpha)$$

$$\leq C(|\varphi(\cdot, \mu) - \varphi(\cdot, \lambda)|_{L^1} + (|\varphi^\mu|_{L^1} + |\psi_0^\mu|_{L^1}) |\gamma(\cdot, \mu) - \gamma(\cdot, \lambda)|_{1+\alpha}$$

$$+ |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_\alpha).$$

Here the last inequality is obtained by the definition of $D$ and (7.7). The proof of (7.2) is complete when $\beta > 0$.

To verify (7.1) for case a), we start with (7.10) and get

$$|E_0|_{L^p} \leq C(|\psi_0(\cdot, \lambda)|_{L^p} |\gamma^\mu - \gamma^\lambda|_1 + |\psi_0(\cdot, \mu) - \psi_0(\cdot, \lambda)|_{L^p}).$$

By (5.28), we obtain

$$|L^\mu(\zeta^\mu, z^\mu) - L^\lambda(\zeta^\lambda, z^\lambda)| \leq C |\gamma^\mu - \gamma^\lambda|_{1+\alpha} |\zeta - z|^\alpha - 1.$$
Lemma 7.3. Let \( \gamma^\lambda \) embed \( \partial \Omega \) onto \( \partial \Omega^\lambda \) with \( \gamma \in B^{2+\alpha,1}(\partial \Omega) \).

a) Keep the assumptions in a) of Lemma 7.1. Assume further that \( \psi_0 \in C^{4,1}_v(\partial \Omega) \) and \( \psi_i \in C^1([0,1]) \) for \( i > 0 \). Then \( \varphi \in C^{2,1}_v(\partial \Omega) \) and

\[
\begin{align*}
\delta_\lambda \varphi^\lambda(z^\lambda) & \overset{\text{def}}{=} \partial_\lambda \{ \varphi^\lambda(z^\lambda) \} + \varphi^\lambda(z^\lambda) \partial_\lambda \log |\partial_\tau \gamma^\lambda|, \\
L_1^\lambda \varphi(z) & = \int_{\partial \Omega^\lambda} \varphi^\lambda(\zeta^\lambda) \partial_\lambda \{ L^\lambda(\zeta^\lambda, z^\lambda) \} \, d\sigma^\lambda(\zeta^\lambda), \\
L_2^\lambda \varphi(z) & = (\partial_\lambda \log |\partial_\tau \gamma^\lambda|) \int_{\partial \Omega^\lambda} \varphi^\lambda(\zeta^\lambda) L^\lambda(\zeta^\lambda, z^\lambda) \, d\sigma^\lambda(\zeta^\lambda), \\
L_1^\lambda \varphi(z) & = \int_{\partial \Omega^\lambda} \varphi^\lambda(\zeta^\lambda) \partial_\lambda \{ L^\lambda(z^\lambda, \zeta^\lambda) \} \, d\sigma^\lambda(\zeta^\lambda), \\
L_2^\lambda \varphi(z) & = (\partial_\lambda \log |\partial_\tau \gamma^\lambda|) \int_{\partial \Omega^\lambda} \varphi^\lambda(\zeta^\lambda) L^\lambda(z^\lambda, \zeta^\lambda) \, d\sigma^\lambda(\zeta^\lambda).
\end{align*}
\]

Set \( L_i^\lambda \varphi = \{ L_i^\lambda \varphi \} \). Let \( \ell_1, \ldots, \ell_n \) be the standard basis of \( \ker(I + L) \).

b) Keep the assumptions in b) of Lemma 7.1. Assume further that \( \psi_0 \in C^{4,1}_v(\partial \Omega) \) and \( \psi_i \in C^1([0,1]) \). Then \( \varphi \in C^{2,1}_v(\partial \Omega) \) and

\[
\begin{align*}
\delta_\lambda \varphi^\lambda + (L^\lambda)^* \delta_\lambda \varphi^\lambda & = \delta_\lambda \psi_0^\lambda - (L_1^\lambda + L_2^\lambda)^* \varphi^\lambda, \\
\int_{\partial \Omega^\lambda} (\delta_\lambda \varphi^\lambda) \ell_i^\lambda \, d\sigma^\lambda & = \delta_\lambda \psi_i^\lambda.
\end{align*}
\]

c) Let \( 0 \leq \beta \leq \alpha \). In a) and b) of Lemma 7.1, we have \( \varphi \in B_{\kappa,\gamma}^{\beta,j}(\partial \Omega^\gamma) \), provided \( \psi_0 \in B_{\kappa,\gamma}^{\beta,j}(\partial \Omega^\gamma) \), \( \psi_i \in C^j([0,1]) \), and \( \gamma \in B^{j+1+\beta,j}(\partial \Omega) \); the same assertion holds if \( \mathcal{C} \) substitutes for \( B \).

Proof. For simplicity we express \( \varphi \in B^*(\partial \Omega^\gamma) \) as \( \varphi \in B^* \), and \( \gamma \in B^*(\partial \Omega) \) as \( \gamma \in B^* \), etc.

a) Let us recall some identities in the previous proof. Fix \( \lambda \). Recall that \( \ell_i \) are locally constant when \( \lambda = K \) or \( -K \). We also use the notation \( f^\lambda(z^\lambda) = f(z, \lambda) \).

By (7.9)-(7.12), the difference quotient

\[
\tilde{D}(z, \mu) = \frac{1}{\mu - \lambda} \left( \frac{a^\mu(z)}{a^\lambda(z)} \varphi(z, \mu) - \varphi(z, \lambda) \right)
\]

satisfies

\[
\begin{align*}
\tilde{D}(z, \mu) + \int_{\partial \Omega} \tilde{D}(\zeta, \mu) L^\lambda(\zeta^\lambda, z^\lambda) \, d\sigma^\lambda(\zeta^\lambda) & = \tilde{E}_0(z, \mu) - \tilde{E}_1(z, \mu) - \tilde{E}_2(z, \mu), \\
\int_{\partial \Omega} \tilde{D}(\zeta, \mu) \ell_i^\lambda \, d\sigma^\lambda(\zeta^\lambda) & = \frac{1}{\mu - \lambda} (\psi_i^\mu - \psi_i^\lambda), \quad 1 \leq i \leq n
\end{align*}
\]
with
\[ \hat{E}_0(z, \mu) = \frac{1}{\mu - \lambda} \left( \frac{a^\mu(z)}{a^\lambda(z)} \psi_0(z, \mu) - \psi_0(z, \lambda) \right), \]
\[ \hat{E}_1(z, \mu) = \int_{\zeta \in \partial \Omega} \varphi(\zeta, \mu) \frac{L^\mu(\zeta^\mu, z^\mu) - L^\lambda(\zeta^\lambda, z^\lambda)}{\mu - \lambda} \, d\sigma(\zeta^\mu), \]
\[ \hat{E}_2(z, \mu) = \frac{a^\mu(z) - a^\lambda(z)}{a^\lambda(z)(\mu - \lambda)} \int_{\zeta \in \partial \Omega} \varphi(\zeta, \mu) L^\mu(\zeta^\mu, z^\mu) \, d\sigma(\zeta^\mu). \]

As \( \mu \to \lambda \), it is clear that \( \hat{\psi}_0(z, \mu) \) converges uniformly to \( \partial_\lambda \psi^\lambda_0 \). We want to show that as \( \mu \) tends to \( \lambda \), \( \hat{D}(z, \mu) \) converges uniformly to a continuous function. Then the existence of the limit function implies that \( \partial_\lambda \varphi^\lambda \) exists and the limit function must be \( \partial_\lambda \varphi^\lambda \).

By Lemma 7.1, \( \varphi \in C^{0,0} \). It is easy to see that \( \hat{E}_1, \hat{E}_2 \) are continuous at \( \mu \neq \lambda \). Also, \( \hat{E}_2(z, \mu) \) converges uniformly to \( (L^\lambda_2 \varphi)(z^\lambda) \) as \( \mu \to \lambda \); in particular, \( \{\hat{E}_2^\alpha \} \) extends to an element in \( C^{0,0} \). For \( \zeta \neq z \), by the mean-value theorem and (5.26) we obtain
\[ \left| \frac{K^\mu(\zeta^\mu, z^\mu) - K^\lambda(\zeta^\lambda, z^\lambda)}{\mu - \lambda} \right| \leq C|\zeta - z|^\alpha - 1. \]

Thus \( \hat{E}_1(z, \mu) \) converges uniformly to \( L^\lambda_1 \varphi(z^\lambda) \) as \( \mu \to \lambda \), and \( \{\hat{E}_2^\alpha; \mu \neq \lambda\} \) extends to an element in \( C^{0,0} \). By Lemma 7.1 (ii) with \( \beta = 0 \), we conclude that as \( \mu \to \lambda \), \( \hat{D}(\cdot, \mu) \) has a limit \( \partial_\lambda \varphi^\lambda \) satisfying (7.15)-(7.16).

b) By a), \( \phi_0, \ldots, \phi_m \) are of class \( C^{1,1} \) when \( \gamma \in B^{2+\alpha,1} \). Thus, in all cases, we have \( \ell_i \in C^{1,1} \). Fix \( \lambda \). We need some minor changes in the above arguments. The difference quotient \( \hat{D}(z, \mu) \) satisfies
\[ \hat{D}(z, \mu) + \int_{\partial \Omega} \hat{D}(\zeta, \mu) L^\lambda(z^\lambda, \zeta^\lambda) \, d\sigma(\zeta^\lambda) = \hat{E}_0(z, \mu) - \hat{E}_1(z, \mu) - \hat{E}_2(z, \mu), \]
\[ \int_{\zeta \in \partial \Omega} \hat{D}(\zeta, \mu) \ell_i^\lambda \, d\sigma(\zeta^\lambda) = \psi_i^\mu - \psi_i^\lambda \quad \text{with} \quad \left| \frac{K^\mu(\zeta^\mu, z^\mu) - K^\lambda(\zeta^\lambda, z^\lambda)}{\mu - \lambda} \right| \leq C|\zeta - z|^\alpha - 1. \]

By Lemma 7.1, \( \varphi \) is continuous. It is easy to see that \( \hat{E}_1, \hat{E}_2 \) are continuous at \( \mu \neq \lambda \). Also, \( (E_2^\lambda)(z^\mu) \) converges uniformly to \( L^\lambda_2 \varphi(z^\lambda) \) as \( \mu \to \lambda \), and \( \{E_2^\alpha; \mu \neq \lambda\} \) extends to an element in \( C^{0,0} \). In addition, \( \hat{E}_1(z, \mu) \) converges uniformly to \( L^\lambda_1 \varphi(z^\lambda) \) as \( \mu \to \lambda \), and \( \{E_1^\alpha; \mu \neq \lambda\} \) extends to an element in \( C^{0,0} \). By Lemma 7.1 (ii) with \( \beta = 0 \), we conclude that as \( \mu \to \lambda \), \( \hat{D}(z, \mu) \) converges uniformly to a limit function, which is denoted by \( (\partial_\lambda \varphi^\lambda)(z^\lambda) \) and satisfies (7.17)-(7.18).

c) When \( j = 0 \) we get \( \varphi \in B^{3,0} \) from Lemma 7.1 (i) and (ii) and Proposition 6.1 (ii) and (iii). We further have \( \varphi \in C^{0,0} \) for \( \psi_0 \in C^{0,0} \) and \( \gamma \in C^{1+\alpha,0} \). Assume that the assertions hold when \( j \) is replaced by \( j - 1 \). Thus \( \varphi \in B^{\beta,j-1}_\gamma \). We first consider case a). Then, we have (7.15)-(7.16). By (5.46) with \( j' = j \), we know that \( L^\lambda_1 \varphi \) and \( L^\lambda_2 \varphi \) are in \( B^{\beta,j-1}_\gamma \). Also \( \{\partial_\lambda \varphi^\lambda \} \) is in \( B^{\beta,j-1}_\gamma \) and \( \{\partial_\lambda \psi^\lambda_0 \} \) is in \( C^{j-1}([0,1]) \)
for $i > 0$. By the induction hypothesis, we conclude that $\{\partial_{\lambda}\varphi^\lambda\} \in B^{1,j-1}_s$. Hence $\{\partial_{\lambda}\varphi^\lambda\} \in B^{\beta,j-1}_s$. Combining with $\varphi \in B^{\beta,0}$, we get $\varphi \in B^{\beta,j}_s$. We can also verify that $\varphi \in C^{\beta,j}_s$ by Lemma 7.1 (iii) and (5.47), when $\psi \in C^{\beta,j}_s$ and $\gamma \in C^{j+\alpha,j}_s$.

For case b), we first apply results from a) and conclude that $\varphi_0, \ldots, \varphi_m$ are in $B^{\alpha,j}_s$. This shows that $\{\partial_{\lambda}\varphi^\lambda\partial_{\lambda}^d\varphi^\lambda\} \in C^{j-1,0,1}_s$ if $\varphi \in C^{\beta,j-1}_s$. We substitute (7.17)-(7.18) for (7.15)-(7.16) and substitute (5.44)-(5.45) for (5.46)-(5.47) with $j' = j$. With minor changes in the arguments, we verify the assertions for b) too.

By Proposition 6.1 (iv) and Corollary 6.4, we have proved the required regularity in higher-order derivatives of solutions to the integral equations for a fixed parameter. We are ready to study the regularity of higher-order derivatives for the parameter case.

**Proposition 7.4.** Let $\gamma^\lambda$ embed $\partial\Omega$ onto $\partial\Omega^\lambda$. Let $k \geq j \geq 0$ and $0 \leq \beta \leq \alpha < 1$. Let $\beta > 0$ when $k > 0$. Suppose that $\gamma \in B^{k+1+\alpha,j}(\partial\Omega)$, $\psi_0 \in B^{k+\beta,j}(\partial\Omega)$, $\psi_i \in C^j([0,1])$ for $1 \leq i \leq n$, and $\varphi^\lambda \in L^1(\partial\Omega^\lambda)$.

a) Let $\{\mathcal{L}^\lambda\}$ be $\{\mathcal{K}^\lambda\}$ or $\{-\mathcal{K}^\lambda\}$. Suppose that

$$\varphi^\lambda + (\mathcal{L}^\lambda)^{\ast}\varphi^\lambda = \psi_0^\lambda, \quad \langle \varphi^\lambda, \ell^\lambda_j \rangle = \psi^\lambda_j, \quad 1 \leq i \leq n.$$  

Then $\varphi \in B^{k+\beta,j}(\partial\Omega)$.

b) Let $\{\mathcal{L}^\lambda\}$ be $\{(\mathcal{K}^\lambda)^{\ast}\}$ or $\{-\mathcal{K}^\lambda)^{\ast}\}$. Suppose that

$$\varphi^\lambda + \mathcal{L}^{\lambda}\varphi^\lambda = \psi_0^\lambda, \quad \langle \varphi^\lambda, \ell^\lambda_j \rangle = \psi^\lambda_j, \quad 1 \leq i \leq n.$$  

Then $\varphi \in B^{k+\beta,j}(\partial\Omega)$.

c) Let $l \leq k + 1$ and $\beta > 0$ when $l > 0$. Let $\{\mathcal{L}^\lambda\}$ be $\{\mathcal{K}^\lambda\}$ or $\{-\mathcal{K}^\lambda\}$. Suppose that $\psi \in B^{l+\beta,j}(\partial\Omega)$. Then the solution $\varphi$ to (7.19) is in $B^{l+\beta,j}(\partial\Omega)$.

a), b) and c) remain true if the symbol $\mathcal{C}^{\ast}$ substitutes for $\mathcal{B}^{\ast}$ in all conditions and assertions.

**Proof.** To simplify notation, we express $\varphi \in B^{\ast}(\partial\Omega)$ as $\varphi \in B^{\ast}$, and $\gamma \in B^{\ast}(\partial\Omega)$ as $\gamma \in B^{\ast}$, etc. The proposition is proved when $k = 0$ and $\beta = 0$, by Proposition 6.1 (ii) and Lemma 7.1 (i) and (ii). We may assume that $\beta = \alpha$.

a) We first verify the assertions when $j = 0$. When $k = 0$ we get $\varphi \in B^{\beta,0}$ by Proposition 6.1 (ii) and $\varphi \in C^{\beta,0}$ by Lemma 7.1 (i) and (ii). We apply Proposition 5.5. Then (5.46) implies $\varphi \in B^{k+\beta,0}$ for $\gamma \in B^{k+1+\alpha,0}$, (5.47) implies $\varphi \in C^{k+\beta,0}$ for $\gamma \in C^{k+1+\alpha,0}$ and $\psi_0 \in C^{k+\alpha,0}$.

For $j > 0$, assume that a) is valid when $j$ is replaced by $j-1$. Thus, $\varphi \in B^{k+\beta,j-1}$.

Also, $\varphi \in C^{k+\beta,j-1}$ for $\gamma \in C^{k+1+\alpha,j-1}$ and $\psi \in C^{k+\alpha,j-1}$. Since $\psi \in C^{1,1}$ and $\psi_i \in C^1([0,1])$ for $i > 0$, Lemma 7.3 implies that

$$\partial_{\lambda}\varphi^\lambda + (\mathcal{L}^\lambda)^{\ast}\partial_{\lambda}\varphi^\lambda = \partial_{\lambda}\psi^\lambda - (\mathcal{L}^\lambda_1 + \mathcal{L}^\lambda_2^{\ast})\varphi^\lambda, \quad \langle \partial_{\lambda}\varphi^\lambda, \ell^\lambda_i \rangle = \partial_{\lambda}\psi^\lambda_i, \quad i > 0.$$

Here $\{\partial_{\lambda}\psi_i\} \in C^{j-1}$. Also, $\partial_{\lambda}\psi_0 \in B^{k-1+\alpha,j-1}$ by

$$\partial_{\lambda}\psi^\lambda_0(z^\lambda) = \partial_{\lambda}\psi^\lambda_0(z^\lambda) + \psi^\lambda_0(z^\lambda)\partial_{\lambda}\log |\partial_{\gamma}\gamma^\lambda|, \quad \{\partial_{\lambda}\log |\partial_{\gamma}\gamma^\lambda|\} \in B^{k-1+\alpha,j-1}.$$
Combining $\varphi \in B^{k+\beta,j-1} \subset B^{k-1+\beta,j-1}$ with

$$L^\lambda_1 \varphi(z) = \int_{\partial\Omega^\lambda} \varphi^\lambda(\zeta) \partial_\lambda \left\{ L^\lambda(\zeta^\lambda, z^\lambda) \right\} \, d\sigma^\lambda(\zeta^\lambda),$$

$$L^\lambda_2 \varphi(z) = \left( \partial_\lambda \log |\partial_\tau \gamma^\lambda(z)| \right) \int_{\partial\Omega^\lambda} \varphi^\lambda(\zeta) L^\lambda(\zeta^\lambda, z^\lambda) \, d\sigma^\lambda(\zeta^\lambda),$$

we see from (5.46) that $L^\lambda_1 \varphi \in B^{k-1+\alpha,j-1}$. Thus $\{ \partial_\lambda \varphi^\lambda \}$ and $\{ \partial_\lambda \varphi^\lambda \}$ are in $B^{k-1+\alpha,j-1}$. Combining with $\{ \partial_\lambda \varphi^\lambda \} \in B^{k+\alpha,0}$, we see that $\{ \varphi^\lambda \}$ is in $B^{k+\alpha,j}$. To verify $\varphi \in C^{k+\alpha,j}$ for $\gamma \in C^{k+1+\alpha,j}$, we use (5.47) instead of (5.46).

b) Note that the case where $k = l = 0$ is established by Lemma 7.1. So we assume that $k \geq 1$. Although we are dealing with the same integral equations as in a), i.e. $\varphi^\lambda \pm (K^\lambda)^* \varphi^\lambda = \psi_0^\lambda$, the functions $\ell_i$ which appeared in $\langle \varphi^\lambda, \ell_i^\lambda \rangle = \psi_i^\lambda$ are no longer constants in general. Nevertheless, a) implies that $\phi_0, \phi_1, \ldots, \phi_m$ are of class $B^{k+\alpha,j}$ or are of class $C^{k+1+\alpha,j}$ when $\gamma \in C^{k+1+\alpha,j}$. In any case, we have $\ell_i \in B^{k+\alpha,j}$. Then

$$\int_{\partial\Omega^\lambda} (\partial_\lambda \varphi^\lambda) \ell_i^\lambda \, d\sigma^\lambda = \partial_\lambda \psi_i^\lambda - \int_{\partial\Omega^\lambda} \varphi^\lambda (\partial_\lambda \ell_i^\lambda) \, d\sigma^\lambda$$

are in $C^{j-1}(0,1)$, if we know $\psi_i \in C^j$ and $\varphi \in C^{0,j-1}_\circ$. The latter is ensured if $\varphi \in B^{k-1+\alpha,j-1}$ with $k \geq j$ and $j \geq 1$. Then, $L_i(B^{k-1+\alpha,j-1})$ is contained in $B^{k-1+\alpha,j-1}$ by (5.46) and

$$L^\lambda_1 \varphi(z) = \int_{\partial\Omega^\lambda} \varphi^\lambda(\zeta^\lambda) \partial_\lambda \left\{ L^\lambda(z^\lambda, \zeta^\lambda) \right\} \, d\sigma^\lambda(\zeta^\lambda),$$

$$L^\lambda_2 \varphi(z) = \left( \partial_\lambda \log |\partial_\tau \gamma^\lambda(z)| \right) \int_{\partial\Omega^\lambda} \varphi^\lambda(\zeta) L^\lambda(z^\lambda, \zeta^\lambda) \, d\sigma^\lambda(\zeta^\lambda).$$

Finally, $\{ \partial_\lambda \log |\partial_\tau \gamma^\lambda| \}$ is in $B^{k-1+\alpha,j-1}$, which implies that if $\{ \partial_\lambda \varphi^\lambda \} \in B^{l-1+\alpha,j-1}$, then $\{ \partial_\lambda \varphi^\lambda \}$ remains in $B^{l-1+\alpha,j-1}$. With these observations, the induction proof in a) is valid without essential changes. To verify $\varphi \in C^{k+\alpha,j}$ when $\gamma \in C^{k+1+\alpha,j}$ and $\psi_0 \in C^{k+\alpha,j}$, we use (5.47) instead of (5.46).

c) To show $\varphi \in B^{k+1+\alpha,j}$, we cannot use the induction proof in b) when $\psi_1 \in B^{k+1+\alpha,j}$. For that $\{ \partial_\lambda \varphi^\lambda \} \in B^{k+\alpha,j-1}$, defined by (7.14), does not imply that $\{ \partial_\lambda \varphi^\lambda \}$ is in $B^{k+\alpha,j-1}$.

Instead, we apply induction on $l$. If $l = 0$, by Lemma 7.3 c) we get $\varphi \in B^{\alpha,j}_\circ$ and $\varphi \in C^{\alpha,j}_\circ$ when $\psi_0 \in C^{\alpha,j}$ and $\gamma \in C^{j+1+\alpha,j}$. In particular, c) is valid when $l = 0$. Assume that c) is valid when $l$ with $> 0$ is replaced by $l - 1$. We have

$$\partial_\tau \varphi^\lambda \in B^{l-1+\alpha,j} \text{ when } l - 1 \geq j \text{ and it is in } B^{j-1+\alpha,j-1} \text{ when } l = j.$$

By b), we conclude that $\partial_\tau \varphi^\lambda \in B^{l-1+\alpha,j}$ for $k \geq l - 1 \geq j$ or in $B^{l-1+\alpha,j-1}$ when $l = j$. Combining with $\varphi \in B^{\alpha,j}_\circ$, we conclude that $\varphi \in B^{l+\alpha,j}$. We can also verify that $\varphi \in C^{l+\alpha,j}$ when $\psi_0 \in C^{\alpha,j}$ and $\gamma \in C^{k+1+\alpha,j}$.

One can give another proof for c) by using Lemma 6.3 and a), which avoids the induction argument. We leave the details to the reader. □
8. Hölder spaces for exterior domains with parameter

In this section, we return to the definition of Hölder spaces with parameter. However, the reader can turn to the proof of Theorem 9.2 for interior domains by skipping this section. Lemma 8.2 shows that elements in $B^{k+\beta,J}(\partial\Omega_p)$ extend to elements in $B^{k+\beta,J}(\overline{\Omega}_p)$. Lemma 8.3 shows that possibly by restricting $\lambda$ to a subinterval, we can extend a family of embeddings $\gamma^\lambda$ of $\partial\Omega$ with $\gamma \in B^{k+\beta,J}(\partial\Omega) \cap C^{1,0}(\partial\Omega)$ to a family of embeddings $\Gamma^\lambda$ of $\overline{\Omega}$ with $\Gamma \in B^{k+\beta,J}(\overline{\Omega}) \cap C^{1,0}(\overline{\Omega})$. The two lemmas and Lemma 2.2 form basic properties of Hölder spaces for interior domains with parameter. We also define Hölder spaces for exterior domains with parameter. Finally, we extend estimates on Cauchy transforms and single and double layer potentials to exterior domains for our Hölder spaces. To extend families of finitely smooth embeddings from $\partial\Omega$ into $\overline{\Omega}$, we apply a type of Whitney extension with parameter. However, the real analytic extension is more subtle, for which we need the real analyticity of solutions to the Dirichlet problem with real analytic parameter. The connection between extensions of functions and solutions of the Dirichlet problem was observed by Whitney [18]. When an exterior domain $\Omega' = \mathcal{C} \setminus \overline{\Omega}$ is considered, we assume without loss of generality that $\Omega$ is simply connected.

Lemma 8.1. Let $J, K$ be non-negative integers or $\infty$, and let $0 \leq \beta < 1$. For $0 \leq k < K$, let $\varepsilon_{k+1}$ be decreasing positive numbers and $0 \leq j_k < J+1$ be non-decreasing integers. Suppose that $\varepsilon_j = J$ for some $k$ if $J < \infty$ and $j_k$ tends to $J$ if $J$ and $K$ are infinite. Let $\Omega$ be a bounded domain with $\partial\Omega \in C^{K+\beta} \cap C^1$. Suppose that $f_i \in B^{K-i+\beta,J}(\partial\Omega)$ (resp. $C^{K-i+\beta,J}(\partial\Omega)$) for $0 \leq i < K + 1$. There exists $E f \in B^{K+\beta,J}(\overline{\Omega})$ (resp. $C^{K+\beta,J}(\overline{\Omega})$) satisfying $\partial_p^i E f = f_i$ for $0 \leq i < K + 1$. Furthermore, $E f$ has the following properties:

(i) The extension operator $f \mapsto Ef$ depends only on $i$, $\partial\Omega$ and the upper bound $M_i$ of $\varepsilon_i^{-1}$ and $|f_i|_{i-l+\beta,j_{i-1}}$ for $0 \leq l \leq i$ and $0 < i < K + 1$. Moreover,

\begin{align}
|Ef|_{K+\beta,j_k} &\leq \varepsilon_{k+1} + C_k(\varepsilon, f) \sum_{i \leq k} |f_i|_{K-i+\beta,j_k}, &k < K \leq \infty, \\
|Ef|_{K+\beta,j} &\leq C_K(\varepsilon, f) \sum_{i \leq K} |f_i|_{K-i+\beta,j}, &K < \infty, 0 \leq j < J + 1.
\end{align}

Here $C_k(\varepsilon, f)$ depends only on $k$, $\partial\Omega$ and $M_i$ for $0 < l \leq k$.

(ii) Assume further that $f_0$ is constant and $f_i$ vanish in a neighborhood $U$ of $p$ in $\partial\Omega \times [0, 1]$ for all $i > 0$ with $i + J < K$. Then $Ef$ is constant on some neighborhood $V$ of $p$ in $\overline{\Omega} \times [0, 1]$. Moreover, $V$ depends only on $U$.

Proof. We cover $\partial\Omega$ by open subsets $U_p$ of $\overline{\Omega}$ and find $C^\infty$ functions $\chi_p$ with compact support in $U_p$ such that $\sum_{p=0}^{p_0} \chi_p = 1$ on $\partial\Omega$. Here $p_0$ is finite. We may assume that there exist an open subset $V_p$ of $\overline{\Omega}$, which contains $U_p$, and a $C^{K+\beta} \cap C^1$ diffeomorphism $\psi_p$ on $\overline{V_p}$ which maps $V_p$ onto $\overline{V}^* = (-2, 2) \times [0, 2)$ and $U_p$ onto $U^* = (-1, 1) \times [0, 1)$. We also assume that $\psi_p$ sends $\partial_p$ into $A_p \partial_p + B_p \partial_x$ such that $1/C < |A_p| < C$. Here $A_p$ and $B_p$ are of class $C^{K-1+\beta} \cap C^0$ on $\overline{V}^*$. It suffices to find $h_p \in B^{K+\beta,J}(\overline{\Omega})$ such that $\text{supp} h_p \subset V_p \times [0, 1]$ and $\partial_p^i h_p = \chi_p f_i = h_{pi}$ on $(V_p \cap \partial\Omega) \times [0, 1)$. Then $Ef = \sum h_p$ is a desired extension.

We now drop the subscript $p$ in all expressions. In the new coordinates, we still denote $f, h_i, \chi$, and $\nu$ by the same symbols. For instance, $h_i$ denotes $h_{pi} \circ \psi_p^{-1}$. We
have
\[ \partial^i \nu = A^i \partial_y^i + \sum_{0 < m \leq i} \sum_{l \leq m, l < i} B_{ilm} \partial^{m-l}_y \partial^l_y, \quad \partial^j_y = A^{-i} \partial_{\nu}^i + \sum_{0 < m \leq i} \sum_{l \leq m, l < i} \tilde{B}_{ilm} \partial^{m-l}_y \partial^l_y. \]

Note that \( B_{ilm} \) and \( \tilde{B}_{ilm} \) are in \( C^{k+i+(m-1)+\beta} \cap C^0 \) on \( V^* \). To achieve \( \partial^i_y h = h_i \) on \( V^* \), we need
\[ \partial^j_y h = A^{-i} h_i + \sum_{0 < m \leq i} \sum_{l \leq m, l < i} \tilde{B}_{ilm} \partial^{m-l}_y h_l. \]

Changing notation, we write (8.3) as \( \partial^i_y f = f_i \). The support of \( f_i \) is contained in \([-1, 1] \times [0, 1] \), and \( f_i \) is in \( B^{K+i+\beta,J}([-2, 2]) \). If necessary, we will replace \( \epsilon_k \) by \( \epsilon_k/C \) with \( C \) depending on the numbers of sets \( U_p \) and diffeomorphisms \( \psi_p \).

Fix \( 0 < \delta < 1/2 \). Let \( \phi \) be a smooth function on \( \mathbb{R} \) with support in \((-\delta, \delta)\) such that \( \int_{\mathbb{R}} \phi(y) \, dy = 1 \). We first need to replace \( y^i f_i(x, \lambda) \) by \( y^i g_i(x, y, \lambda) \) to achieve the \( B^{K+\beta/J} \) smoothness; when \( K = \infty \), we still need the replacement to estimate the \( | \cdot |_{k+\beta,J} \) norm of \( y^i g_i(x, y, \lambda) \) via \( |f_i|_{k+i-\beta,j} \). This requires us to correct the \( i \)-th \( y \)-derivative of \( y^i g_i(x, y, \lambda) \) due to the presence of \( y^{i+1} g_i(x, y, \lambda) \) for \( i_1 < i \). Take a cutoff \( \chi(y) \) which has support in \((-1, 1)\) and equals 1 on \((-1/2, 1/2)\). Let \( a_i \in B^{K+\beta,J}([-2, 2]) \) have support in \([-1, 1] \times [0, 1] \). With constants \( \delta_i > 0 \) to be determined, consider
\[ g_i(x, y, \lambda) = \int_{\mathbb{R}} a_i(x - yz, \lambda) \phi(z) \, dz, \quad b_i(x, y, \lambda) = \frac{1}{i!} y^i g_i(x, y, \lambda) \chi(\delta_i^{-1} y). \]

It is clear that \( \partial^i_\lambda g_i(\cdot, \lambda) \) are \( C^\infty \) away from \( y = 0 \) and \( g_i \in C^{0,J}(\overline{V^*}) \). Also \( g_i \) have support in \( V^* \times [0, 1] \).

To show that \( b_i \in B^{K+\beta,J} \), it suffices to show that \( \partial^i_\lambda \partial^j h_i \) extend to functions in \( B^{k+0,J}(\overline{V^*}) \) for all \( I \) with \(|I| = k < K+1 \). We first derive a formula for derivatives. Write \( I = I_1 + I_2 \) with \(|I_2| = \min\{k, K - i\} \). We have
\[ \partial^{I_2} \int a_i(x - yz, \lambda) \phi(z) \, dz = \int \partial^{I_2} (a_i(x - yz, \lambda)) \phi(z) \, dz \]
\[ = \int (\partial^{I_2} a_i)(x - yz, \lambda) \phi^{(0)}(z) \, dz. \]

Here and for the rest of the proof, \( \phi^{(m)}(z) \) denotes a linear combination of \( z^l \phi^{(n)}(z) \) with \( l \leq k \) and \( n \leq m \). Assume now that \( y \neq 0 \). Changing variables and interchanging the differentiation and integration, we get
\[ \partial^{I_1} \int (\partial^{I_2} a_i)(x - yz, \lambda) \phi I_2(z) \, dz = \int \frac{1}{y^{I_1+1}} (\partial^{I_2} a_i)(z, \lambda) \phi^{(I_1)} I_2(z) \, dz. \]

Changing variables again for the last integral, we get the formula
\[ \partial^{I_1+I_2} \int a_i(x - yz, \lambda) \phi(z) \, dz = y^{-|I_1|} \int (\partial^{I_2} a_i)(x - yz) \phi^{(I_1)} I_2(z) \, dz, \quad y \neq 0. \]

First consider the case where \( i \leq k < K+1 \). For \(|I| = k \) and \( y \neq 0 \), we have
\[ \partial^I (y^i g_i(x, y, \lambda)) = \sum_{i_1 + |I_2| = k} C_{i_1 I_2} \partial^I y^i \partial^{I_2} a_i(x - yz, \lambda) \phi(z) \, dz \]
with \( i_1 \leq i \). Write \( I_2 = I_3 + I_4 \) with \( |I_3| = k - i \) and \( |I_4| = i - i_1 \). By (8.5) we get

(8.6) \[
\partial^I (y^i g_i(x, y, \lambda)) = \sum_{i_1 \leq i} \int (\partial^{k-i} a_i)(x-yz, \lambda) \phi_{I_1}^{(i-i_1)}(z) dz, \quad |I| = k.
\]

It is obvious that the right-hand side extends to a function of class \( B_*^{k_j, j}(V^*) \). Also, the \( C^\beta(\mathbb{V}^*) \) norm of \( \partial_y^I D^J (y^i g_i(x, y, \lambda)) \) in variables \( x, y \) is bounded by \( C_{k,i} |a_i|_{k-i+\beta,j} \). By dilation, it is easy to see that \( \chi^\delta_i (z) = \chi (\delta_i^{-1} z) \) with \( \delta < 1 \) satisfy \( |\chi^\delta_i|_{k+\beta} < C \delta_i^{-k-\beta} \). Therefore,

(8.7) \[
|a_i|_{k+\beta,j} \leq C_k \delta_i^{-k-\beta} \max_{k<i} |a_i|_{k-i+\beta,j}, \quad 0 \leq i \leq k.
\]

Next, we want to verify that \( \partial^I_y (y^i g_i(x, y, \lambda)) = i a_i(x, \lambda) \) at \( y = 0 \). Fix \( x \).

By \( a_i \in C_*^{k_j}([-2, 2]) \), \( \sup \{a_i \in [-1, 1] \times [0, 1] \} \) and (8.6) with \( k = i \), the value of \( \partial^I_y (y^i g_i(x, y, \lambda)) \) at \( y = 0 \) depends only on \( a_i(x) \). However, the identity holds trivially for any \( \delta_i \in (0, 1) \), when \( a_i \) is constant. We now determine \( a_i \) by taking \( a_0 = f_0 \), and

(8.8) \[
a_i = f_i - \partial^I_y |_{y=0} (b_0(x, y, \lambda) + \cdots + b_{i-1}(x, y, \lambda)).
\]

By (8.7), for \( j < J + 1 \) and \( i + k < K + 1 \) we get

(8.9) \[
|a_i|_{k+\beta,j} \leq |f_i|_{k+\beta,j} + \sum_{l<i} C_{i+k} \delta_i^{-i-k-\beta} |a_l|_{k+i-l+\beta,j}
\]

\[
\leq |f_i|_{k+\beta,j} + \delta_i^{-i+k+\beta} \sum_{l<i} C_{i+k} |f_l|_{k+i-l+\beta,j}.
\]

Here we have assumed that \( \delta_i \) decreases. In particular, \( a_i \) is in \( B_*^{k-i+\beta,j}([-2, 2]) \).

We have achieved

(8.10) \[
\partial^I_y (b_0(x, y, \lambda) + \cdots + b_i(x, y, \lambda)) = f_i(x, \lambda), \quad y = 0.
\]

Now consider the case where \( i > k = |I| \). By the product rule and (8.5),

(8.11) \[
\partial^I (y^i g_i(x, y, \lambda) \chi (\delta_i^{-1} y)) = \sum C_{i_1 i_2 i_3} \partial^i_y \partial^{i_1} y \partial^{i_2} \chi (\delta_i^{-1} y) \partial^{i_3} g_i(x, y, \lambda)
\]

\[
= \sum \tilde{C}_{i_1 i_2 i_3} \partial^{i_2} \chi (\delta_i^{-1} y) \delta_i^{-1-i} \int a_i(x-yz, \lambda) \phi_{|I_3|}(z) dz.
\]

Here the summation runs over \( i_1 + i_2 + |I_3| = k \). The \( C^{\beta_j} \) norm of \( \delta_i^{-1} y \) is bounded by \( C \delta_i^{-\beta_j} \). Thus for any \( \delta_i \in (0, 1) \),

(8.12) \[
\partial^i_y (b_i(x, y, \lambda)) = 0, \quad y = 0, \quad k < i.
\]

(8.13) \[
|b_i|_{k+\beta,j} \leq C_k \delta_i^{-k-\beta} |a_i|_{|I|,j}, \quad k < i.
\]

By (8.13) we inductively choose decreasing \( \delta_i \) such that

(8.14) \[
|b_i|_{i-1+\beta,j,i-1} \leq \delta_i^{-1-i} \max_{k<i} C_{k,i} \leq \frac{\epsilon_i}{2^i}, \quad i \geq 1.
\]

Take \( Ef(x, y, \lambda) = \sum_{i+j \leq k} b_i(x, y, \lambda) \). By (8.14), we get \( \sum_{i>k} b_i(x, y, \lambda) < \epsilon_{k+1} \) for \( 0 \leq k < K \). Combining it with (8.10), (8.12) and (8.7), we obtain \( \partial^I_y Ef(x, y, \lambda) = f_i(x, \lambda) \) at \( y = 0 \) and (8.1), respectively. Combining (8.7) for \( k = K \) and (8.9) gives us (8.2).

From (8.4) and (8.6), we see that \( b_k \in C_*^{K+\beta,j}(V^*) \) when \( f_k \in C_*^{k+\beta,j}(V^*) \). Using the convergence of \( \sum b_i \) again, we obtain \( Ef \in C_*^{K+\beta,j}(V^*) \). The dependence of \( Ef \) and \( C_k(\epsilon, f) \) on norms of \( f_i \), as stated in the lemma, is determined by (8.3), (8.9) with \( k = 0 \) and (8.14).
Note that (ii) immediately follows from the extension formulae. Indeed, the partition of unity for \( \partial \Omega \) preserves conditions \( \partial_i v f = 0 \) for \( i > 0 \) and \( f_0 \) being constant in a neighborhood of \( z_0 \) in \( \partial \Omega \), by starting with one of the \( \chi_j \)'s to be 1 near \( z_0 \) and all other \( \chi_j \)'s to be 0 near \( z_0 \). From (8.13), we have \( \partial_i^i f = 0 \) for \( i > 0 \) near \( z_0 \). By (8.14) and shrinking the support of \( \phi \) if necessary, \( Ef \) is constant near \( z_0 \).

\[ \tag{8.15} \| Ef \|_{k+\beta,j} \leq \epsilon_{k+1} + C_k(\epsilon, f) \sum_{i \leq k, i+j \leq K} \| f_i \|_{k-i+\beta,j_k}, \quad k < K \leq \infty, \]

\[ \tag{8.16} \| Ef \|_{K+\beta,j} \leq C_K(\epsilon, f) \sum_{i \leq K-J} \| f_i \|_{K-i+\beta,j}, \quad K < \infty, \quad 0 \leq j < J + 1, \]

where the extension operator \( f \rightarrow Ef \) depends only on \( i, \partial \Omega \), and the upper bound \( M_i \) of \( x^{-1} \) and \( \| f_i \|_{-i+1, j+1, \beta, j-1, i-1} \) for \( i \leq l, i > 0 \) and \( i + J \leq K \). Furthermore, \( C_k(\epsilon, f) \) depends on \( k, \partial \Omega \) and \( M_l \) for \( l \leq k \); \( Ef \) is constant near \( (z_0, 0) \) in \( \Omega \times [0, 1] \).

Proof. We use \( Ef = \sum_{i+j \leq K} b_i \), with \( b_i \) being of the form (8.4). We still have \( \partial_i b_i = 0 \) for \( c < i \) and \( \partial_i b_i = a_i \) at \( \lambda = 0 \) as they hold for \( \delta_i \in (0, 1) \), provided \( a_i \in B^{K-i+\beta,j}(\partial \Omega) \). We rewrite previous estimates in norms \( \| \cdot \| \) instead of \( | \cdot | \). Assume that \( i + J \leq K, j < J + 1 \), and \( (j \leq k < K + 1 \). By (8.7) and (8.13), we have

\[ \tag{8.17} \| b_i \|_{k+\beta,j} \leq \max_{l \leq j} \| b_l \|_{k-l+\beta,j} \leq \max_{l \leq j} \{ C_{k,i} \delta^{k-\beta}_i |a_i|_{k+\beta,l} \} \leq C_{k,i} \delta^{k-\beta}_i \| a_i \|_{k+\beta,j}, \quad i \leq k. \]

Here \( k_1 = \max\{k-l-i, 0\} \) and \( k_2 = \max\{k-i, j\} \leq K - i \). By (8.13) again, we have

\[ \tag{8.18} \| b_i \|_{k+\beta,j} = \max_{l \leq j} \| b_l \|_{k-l+\beta,j} \leq C_k \delta^{1-\beta}_i \| a_i \|_{j+\beta,j}, \quad i > k. \]

Assume further that \( l \leq i \). By (8.17) we get

\[ \| a_l \|_{k+\beta,j} \leq \| f_l \|_{k+\beta,j} + \sum_{m < l} \| b_m \|_{k+l+\beta,j} \leq \| f_l \|_{k+\beta,j} + \delta^{-(i+k-\beta)}_{i-l} \sum_{m < l} C_i \| a_m \|_{k+l-m+\beta,j}, \]

\[ \| a_l \|_{k+\beta,j} \leq \| f_l \|_{k+\beta,j} + \delta^{-(i+k-\beta)}_{i-l} \sum_{m < l} C_i \| f_m \|_{k+l-m+\beta,j}. \]

Thus, by (8.19) with \( l = i, a_i \) is in \( B^{K-i+\beta,j} \); by (8.17)-(8.18), \( b_i \in B^{K+\beta,j} \). Therefore, by (8.18)-(8.19), we can inductively choose decreasing \( \delta_i \) such that

\[ \| b_i \|_{i-1+\beta,j-1} \leq C_i \delta^{1-\beta}_i \| a_i \|_{j-1+\beta,j-1} < \frac{\epsilon_i}{2i}, \]
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where $\delta_i$ depends on the upper bound of $C_i > 1, \epsilon_i^{-1}$ and $\|f_l\|_{i-l+j_i-1} + \|f_j\|_{i-\epsilon_i^{-1}}$ for $l \leq i$. The rest of the arguments in the previous proof are valid. \qed

The above proof for the non-parameter case without estimate on norms is in [5] (pp. 16 and 18). See also [2] for different spaces with parameter. For the proof of Theorem 1.2, we need the following extension lemma to prescribe $\lambda$-derivatives.

Lemma 8.3. Let $J, K$ be integers or $\infty$ and let $0 \leq \beta < 1$. Let $\Omega$ be a bounded domain with $\partial \Omega \subset C^{K+\beta} \cap C^1$.

(i) Suppose that $f_j \in C^{K+\beta}(\partial \Omega)$ for $0 \leq j < J + 1$. There exists $E\!f \in C^{K+\beta,J}(\partial \Omega)$ satisfying $\partial_\lambda^j E\!f = f_j$ for $0 \leq j < J + 1$ at $\lambda = 0$.

(ii) Let $J \leq K$. Suppose that $f_j \in C^{K-j+\beta}(\partial \Omega)$ for $0 \leq j < J + 1$. There exists $E\!f \in C^{K+\beta}(\partial \Omega \times [0,1])$ satisfying $\partial_\lambda^j E\!f = f_j$ for $0 \leq j < J + 1$ at $\lambda = 0$; in particular, $E\!f \in B^{K+\beta,K}(\partial \Omega)$.

(iii) In (i) and (ii), if near $p \in \partial \Omega$, $f_0$ is constant and $f_i$ vanish for $i > 0$, then $E\!f$ is constant on $\Omega \times [0,1]$ for some neighborhood $\Omega$ of $p$.

(iv) (i), (ii) and (iii) hold if $\overline{\Omega}$ substitutes for $\partial \Omega$.

Proof. (i) When $J$ is finite, we simply take $E\!f(x, \lambda) = \sum_{j=0}^{J} \lambda^j f_j(x)$. Assume that $J = \infty$. Let $\lambda(x)$ be a $C^\infty$ function which has support in $[0,1/2]$ and equals 1 near $\lambda = 0$. We choose $0 < \delta_j < 1/2$ satisfying $\delta_j |f_j|_{2j} |\lambda| < 2^{-j}$. Then $E\!f(x, \lambda) = \sum \lambda^j f_j(x) \lambda(\delta_j^{-1} \lambda)$ is a desired extension.

(ii)-(iii) The extension $E\!f$ is a special case of Lemma 5.1 where the parameter $\lambda$ is absent and the variable $y$ in its proof is replaced by $\lambda$. We first find an extension $E\!f \in B^{K+\beta,J}(\partial \Omega)$. Using a partition of unity and local change of coordinates of class $C^{K+\beta} \cap C^1$, we may assume that $\partial \Omega$ contains $[-2, 2] \times \{0\}$. $\overline{\Omega}$ contains $[-2, 2] \times [0,1]$, and $f_i$ have support in $[-1/4, 1/4] \times \{0\}$. Locally we find an extension $E\!f \in C^{K+\beta}([-2, 2] \times [0,1])$ such that $\partial_\lambda^j E\!f(x,0) = f_j(x)$ and supp $E\!f \subset [-1,1] \times [0,1/2]$. Then $E\!f(x, \lambda)$ is a desired extension. It is clear that (iii) follows from the extension formulae.

(iv) For the extension $E\!f \in C^{K+\beta}(\Omega \times [0,1])$, again by partition of unity for $\overline{\Omega}$, we may assume that all $f_i$ have support in $(-1/4, 1/4) \times [0,1/4]$. Next, we apply Lemma 5.1 for the non-parameter version and extend $f_i$ across the boundary of $\partial \Omega$ to $(-1/2, 1/2) \times (-1/2, 1/2)$. We still have $f_i \in C^{K-i+\beta}$ and $f_i$ has compact support. We substitute (8.4) with

$$g_i(x, \lambda) = \int_{\mathbb{R}^2} a_i(x-\lambda z) \phi(z) \, dz, \quad b_i(x, \lambda) = \frac{1}{i!} \lambda^i g_i(x, \lambda),$$

where $a_i \in C^{K+\beta-i}([-3/4, 3/4]^2)$ and supp $a_i \subset (-1/2, 1/2)^2$. The arguments in the proof of Lemma 5.1 are written for one variable $x$. However, when $x \in \mathbb{R}^2$ or in higher dimensional Euclidean spaces, the identities require only minor changes. We will leave the details to the reader. In conclusion, one can find $E\!f(x, \lambda) = \sum b_i(x, \lambda)$ such that $E\!f \in C^{K+\beta}([-2, 2]^2 \times [0,1]) \subset B^{K+\beta,K}([-2, 2]^2)$, supp $E\!f \subset [-1,1]^2 \times [0,1]$ and $\partial_\lambda^j E\!f = f_j$. \qed

Remark 8.4. As shown in Lemma 2.2, the composition of functions is restrictive for spaces $C^{K+\alpha, J}$. We do not know if the $g_i$ in (8.20) are of class $C^{K+\alpha, J}(\overline{\Omega})$ when $K + \alpha$ is finite but not an integer; therefore, we do not know if there exists an extension $E\!f$ in (ii) of Lemma 8.3 that is of class $C^{K+\alpha, J}(\overline{\Omega})$.\[This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.\]
Lemma 8.5. Let $1 \leq k \leq \infty$ and $0 \leq \beta < 1$. Let $\Omega_i$ be bounded domains of the $C^{k+\beta}$ boundary. Let $\gamma$ be an orientation preserving $C^{k+\beta}$ diffeomorphism from $\partial \Omega_1$ onto $\partial \Omega_2$, which sends outer boundary to outer boundary. Then $\gamma$ extends to a $C^{k+\beta}$ diffeomorphism from $\overline{\Omega}_1$ onto $\overline{\Omega}_2$ and it also extends to a $C^{k+\beta}$ diffeomorphism from $\overline{\Omega}_1^\gamma$ onto $\overline{\Omega}_2^\gamma$ which is the identity on $|z| > R$ when $R$ is sufficiently large.

Proof. We first prove the assertions when $\Omega_i$ are simply connected. Let $\gamma_1: \partial \Omega \to \partial \Omega_1$ be a $C^{k+\beta}$ parameterization. Approximate $\gamma_1$ in $C^1$ norm by a $C^\infty$ parameterization $\tilde{\gamma}_1: \partial \Omega \to \partial \Omega_1$. Then $\gamma_1^{-1} - I$ has a small $C^1$ norm on $\partial \Omega_1$. By Whitney’s extension theorem, it extends to a $C^{k+\beta}$ mapping $\varphi$ which maps from $\overline{\Omega}_1$ into $C$ with a small $C^1$ norm. Thus, we may further assume that $\Omega_i$ are the unit disc, say, by Kellogg’s Riemann mapping theorem. Since $\gamma$ preserves the orientation of the unit circle, then $\gamma(e^{i\theta}) = e^{i(\theta + a(\theta))}$. Here $a$ is $2\pi$-periodic and $1 + a' > 0$. Let $\rho: [0, \infty) \to [0, 1]$ be a smooth function which has support in $(1/2, 2)$ and equals 1 near 1. Then $\Gamma_0(\rho e^{i\theta}) = \rho e^{i(\theta + a(\theta))}$ is a desired extension.

To extend $\gamma$ to the unbounded component, using time-one mappings of vector fields of compact support, we may assume that $0 \in \Omega_i$. Using the inversion $\nu_0(z) = 1/z$ it suffices to show that in the above arguments we can extend $\gamma$ to a $C^{k+\beta}$ diffeomorphism from $\overline{\Omega}_1$ onto $\overline{\Omega}_2$, which is the identity map near the origin. Composing $\Gamma_0$ with the time-one map of a vector field which vanishes near $\partial \Omega_1$, we may assume that $\Gamma_0(0) = 0$. Using a dilation, we may assume that $\Gamma_0(z) = \hat{\Gamma}_0(z) + E(z)$, where $|E| + |\partial E| < \epsilon$ on $|z| < 1/2$ and $\hat{\Gamma}_0$ is the linear part of $\Gamma_0$ at $z = 0$. Let $\chi = 0$ on $|z| < 1/4$ and $\chi = 1$ on $|z| > 1/2$. When $\epsilon$ is small, $\Gamma_1(z) = \Gamma_0(z) + \chi(|z|)E(z)$ is still a $C^{k+\beta}$ diffeomorphism. Now $\Gamma_1$ is linear near 0. Since $\Gamma_1(0)$ preserves orientation, by the Jordan normal form of 2 $\times$ 2 matrices we find two flows $X_1$ and $Y_1$ of vector fields vanishing at 0 such that $\Gamma_1(0) = X_1 \circ Y_1$. Let $\rho$ be a cutoff function which equals 1 near the origin and has support in a small neighborhood of the origin. Then $(\rho Y_1)^{-1} \circ (\rho X_1)^{-1} \circ \Gamma_1$ is a desired extension.

The general case for bounded domains is obtained by induction on $m + 1$, the number of components of $\partial \Omega_i$. We have proved the lemma when $m = 0$. Let $C_1$ be a component of the inner boundary of $\Omega_1$ and let $C_2 = \gamma(C_1)$. Let $\omega_i$ be bounded components of $C \setminus C_i$. Applying results proved in the previous paragraph, we find an extension $\Gamma_1$ of $\gamma|\partial \omega_i|$ to $\omega_i^\gamma$. Replacing $\gamma$ by $\Gamma_1 \circ \gamma$, we may assume that $\gamma$ is the identity on $C_1$. Using a diffeomorphism of class $C^{k+\beta}$ from $\omega_1^\gamma$ onto $C \setminus \partial \Omega$, we may assume that $C_1 = C_2$ is the unit circle. Let $\Omega_1' = \partial \Omega_1 \cup \overline{\partial \Omega}$. We know that $\gamma$ extends to a $C^{k+\beta}$ diffeomorphism $\Gamma_0$ from $\overline{\Omega}_1$ onto $\overline{\Omega}_2$. By the argument in the previous paragraph, we may achieve $\Gamma_0$ to be the identity on $|z| < \epsilon$ for some $0 < \epsilon < 1$. Let $\Gamma_2$ be a $C^\infty$ diffeomorphism on $C$ which is the identity on the complement of the disc $\partial \rho$ and sends $\Omega_1'$ into $\Omega_2$. Here $\rho > 1$ and $\partial \rho$ is contained in $\Omega_1$. Then $\Gamma_2^{-1} \circ \Gamma_0 \circ \Gamma_2$ is a desired extension of $\gamma$ to $\overline{\Omega}_1'$. \hfill $\Box$

The proof of the next lemma needs Theorem 9.2 for the Dirichlet problem for interior domains. Our arguments are valid because Theorem 9.2 is for embeddings $\gamma^\lambda$ which are restrictions of $\Gamma^\lambda$.

Lemma 8.6. Let $j, k$ be non-negative integers or $\infty$. Let $0 \leq \beta < 1$ and let $\Omega$ be a bounded domain in $C$ with $\partial \Omega \in C^{k+\beta} \cap C^1$. Let $\gamma^\lambda$ be a family of orientation-preserving embeddings from $\partial \Omega$ onto $\partial \Omega^\lambda$ with $\gamma \in C^{1,0}(\partial \Omega)$. Assume that $\gamma^\lambda$ sends
outer boundary to outer boundary. For each $\lambda_0 \in [0, 1]$, there exists $\delta > 0$ such that if $I = [\lambda_0 - \delta, \lambda_0 + \delta]$ substitutes for $[0, 1]$ in all function spaces, then $\gamma^\lambda$ extend to $C^1$ embeddings $\Gamma^\lambda$ from $\overline{\Omega}$ onto $\overline{\Omega}^\lambda$ with $\Gamma \in C^{1,0}(\overline{\Omega})$. Furthermore, if $\gamma$ is in $B^{k+\beta,j}_s(\partial\Omega), C^{k+\beta,j}_0(\partial\Omega), B^{k+\beta,j}(\partial\Omega) (k \geq j)$ and $C^{k+\beta,j}(\partial\Omega) (k \geq j)$, there exists an extension $\Gamma$ in $B^{k+\beta,j}_s(\overline{\Omega}), C^{k+\beta,j}_0(\overline{\Omega}), B^{k+\beta,j}(\overline{\Omega})$ and $C^{k+\beta,j}(\overline{\Omega})$, respectively, and if $\partial\Omega$ and $\gamma$ are real analytic, then $\Gamma \in C^\omega(\overline{\Omega} \times I)$.

Proof. With $\delta$ to be determined, set $I = [\lambda_0 - \delta, \lambda_0 + \delta] \cap [0, 1]$. As stated in the lemma, the space $C^{1,0}(\overline{\Omega})$ and others depend on $\delta$.

(i) We apply Lemma 8.5 and extend $\gamma^{\lambda_0}$ to a $C^1$ diffeomorphism $\Gamma_0^{\lambda_0}$ from $\overline{\Omega}$ onto $\overline{\Omega}^{\lambda_0}$. Approximate $\Gamma_0^{\lambda_0}$ by a smooth map $\Gamma^{\lambda_0}$ and set $\Gamma^{\lambda_0} = \Gamma_0^{\lambda_0}$ for all $\lambda$. We have $|\gamma^{\lambda} - \Gamma^{\lambda_0}| < \epsilon < \epsilon_0$ for $\lambda \in I$ when $\delta$ is sufficiently small. We apply Lemma 8.1 and extend $\gamma - \Gamma$ to an element $\Gamma_2(\overline{\Omega}) \cap C^{1,0}(\overline{\Omega})$ such that $|\Gamma_2, 0| < \epsilon_0 + C(\epsilon_0)\epsilon < 2\epsilon_0$. Then $\Gamma^{\lambda} = \Gamma^{\lambda_0} + \Gamma_2^{\lambda}$ are extensions of $\gamma^{\lambda}$. Also, $|\Gamma^{\lambda_0} - \Gamma_0^{\lambda_0}| < 2\epsilon_0$. Since $\Gamma_0^{\lambda_0}$ is an embedding, then $\Gamma^{\lambda_0}$ is also an embedding when $\epsilon_0$ is sufficiently small. By continuity in the $C^1$ norm, we know that $\Gamma^{\lambda}$ are embeddings for $\lambda \in I$ when $\delta$ is sufficiently small. Analogously, we can find the extensions for the other three cases.

(ii) For the real analytic case, the proof in (i) via extension does not apply. Instead, we solve a Dirichlet problem with parameter. We extend $\gamma^{\lambda_0}$ to a smooth embedding $\Gamma^0$ and approximate $\Gamma^0$ by real analytic embeddings $\Gamma^{1/j}$ such that $|\Gamma^{1/j} - \Gamma^0|_{3/2} < 1/j$. For $f \in C^{3/2}(\partial\Omega^{1/j})$, let $T_j f$ be the unique harmonic function $\Omega_j$ which is continuous up to the boundary and has boundary value $f$. Thus $T_j$ maps $C^{3/2}(\partial\Omega^{1/j})$ into $C^{3/2}(\overline{\Omega}^{1/j})$. We know that $T_j$ is injective and the range of $T_j$ is the Banach space of harmonic functions on $\Omega_j$ of class $C^{3/2}(\overline{\Omega}^{1/j})$. The inverse mapping of $T_j$ is the restriction mapping, which is obviously bounded. By the open mapping theorem, $T_j$ is bounded with norm $\|T_j\|$. Next, we want to show that the norms $\|T_j\|$ are bounded too. Define

$$\Gamma^\theta/(j+1)+(1-\theta)j = \theta\Gamma^{1/(j+1)} + (1-\theta)\Gamma^{1/j}, \quad 0 \leq \theta \leq 1.$$ 

Then $\{\Gamma^\lambda\} \in C^{3/2,0}(\overline{\Omega})$. When $\lambda$ is sufficiently small, $\Gamma^\lambda$ embeds $\overline{\Omega}$ onto $\overline{\Omega}^{\lambda}$. Assume for the sake of contradiction that $\|T_j\|$ are not bounded. We find $f^{1/j} \in C^{3/2}(\partial\Omega^{1/j})$ such that $|T_j f^{1/j}|_{3/2} = 1$ and $|f^{1/j}|_{3/2} \to 0$ as $j \to \infty$. Define

$$f^\theta/(j+1)+(1-\theta)/j \circ \Gamma^\theta/(j+1)+(1-\theta)/j = \theta f^{1/(j+1)} \circ \Gamma^{1/(j+1)} + (1-\theta) f^{1/j} \circ \Gamma^{1/j}.$$ 

Then $f \in C^{3/2,0}(\partial\Omega_{j+1})$ for $f^0 = 0$. Let $u^\lambda$ be the harmonic function on $\Omega^\lambda$ which is continuous up to boundary and has boundary value $f^\lambda$. Thus $u \in C^{3/2,0}(\overline{\Omega}_{j+1})$ and $u^0 = 0$ because $f^0 = 0$. However, $|u^{1/j}|_{3/2} = 1$, a contradiction.

Let $u^\lambda_{1/j}$ be harmonic on $\Omega^{1/j}$ such that $v_j^\lambda u^\lambda_{1/j} \circ \Gamma^1(z) = \gamma^\lambda(z) - \Gamma^{1/j}(z)$. We have $|u^\lambda_{1/j}|_{3/2} \leq \|T_j\| \cdot |\gamma^\lambda - \Gamma^{1/j}|_{3/2} \to 0$ as $j \to \infty$ and $\lambda \to 0$. Hence $v^\lambda_{1/j}$ approach to $0$ in $C^{3/2}$ norms as $\lambda$ and $1/j$ tend to zero. Fix a $j$ such that $v^\lambda_{1/j}$ are embeddings for all $|\lambda - \lambda_0|$ sufficiently small. Then $\Gamma_0^\lambda = v^\lambda_{1/j} + \Gamma^{1/j}$ are extensions of $\gamma^\lambda$. Finally, $\Gamma_0^\lambda(z)$ is a real analytic function on $\overline{\Omega} \times I$ by the analyticity of solutions of the Dirichlet problem with parameter. \qed

We now introduce spaces for exterior domains. Let $\Omega' = \Omega \setminus \overline{\Omega}$. Without loss of generality, we assume that $\Omega$ is bounded and simply connected. Motivated by
the definition that a function \( h(z) \) is harmonic at \( \infty \) if \( h(1/z) \) is harmonic at the origin, we define inversions

\[
(8.21) \quad \iota_{a}(z) = \frac{1}{z - a} + a, \quad \Omega_a = \{a\} \cup \iota_a \Omega', \quad \Omega^\lambda_b = \{b\} \cup \iota_{b_a}(\Omega^\lambda)'
\]

for \( a \in \Omega \) and \( b_\lambda \in \Omega^\lambda \). For a family of embeddings \( \Gamma^\lambda \) from \( \Omega^\lambda \) onto \( (\Omega^\lambda)' \), define

\[
(8.22) \quad \Gamma^\lambda_b = \iota_{b_a} \circ \Gamma^\lambda, \quad \Gamma^\lambda_{a,b} = \iota_{b_a} \circ \Gamma^\lambda \circ \iota_a, \quad \gamma^\lambda_b = \iota_{b_a} \circ \gamma^\lambda, \quad \gamma^\lambda_{a,b} = \iota_{b_a} \circ \gamma^\lambda \circ \iota_a.
\]

Set \( \Gamma^\lambda_{a,b}(a) = b_\lambda \). Then \( \Gamma^\lambda_{a,b}(a) \) is a fractional linear map from \( \Omega_a \) onto \( \Omega^\lambda_b \).

We denote \( f \in C^{k+\alpha}(\Omega^\lambda) \) if \( f \circ \iota_a \), which is not defined at \( a \), extends to an element in \( C^{k+\alpha}(\Omega_a) \). Denote \( f = \{f^\lambda\} \in C^{k+\alpha,j}(\Omega^\lambda) \) (resp. \( B^{k+\beta,j}(\Omega^\lambda) \)) if \( f \circ \iota_a \) extends to an element in \( C^{k+\alpha,j}(\Omega_a) \) (resp. \( B^{k+\beta,j}(\Omega_a) \)). We emphasize that as in (8.21)-(8.22) we require \( a \in \Omega \). The extended functions are still denoted by \( f \circ \iota_a \). It is easy to verify that the definitions are independent of the choices of \( a \). Let \( \Gamma^\lambda \) be a family of \( C^1 \) embeddings from \( \Omega^\lambda \) onto \( (\Omega^\lambda)' \). Denote \( f \in C^{k+\alpha,j}(\Omega_a^\lambda) \) (resp. \( B^{k+\beta,j}(\Omega_a^\lambda) \)) if \( \{f^\lambda \circ \Gamma^\lambda \} \in C^{k+\alpha,j}(\Omega^\lambda) \) (resp. \( B^{k+\beta,j}(\Omega^\lambda) \)). The spaces for functions on boundaries of exterior domains will be the same as those for boundaries of interior domains.

To use the spaces \( C^{k+\alpha,j}(\Omega^\lambda_a^\lambda) \) and \( B^{k+\alpha,j}(\Omega^\lambda_a^\lambda) \), we will need good control of embeddings \( \Gamma^\lambda \) at infinity. Suppose that \( b_\lambda \) and \( d_\lambda \) are in \( \Omega^\lambda \) and \( a, c \in \Omega \). It is obvious that \( \Gamma^\lambda_{a,b} = \iota_{b_a} \circ \Gamma^\lambda \circ \iota_a \) extends to a \( C^1 \) embedding from \( \Omega_a \) onto \( \Omega^\lambda_b \) if and only if \( \Gamma^\lambda_{c,d} \) extends to a \( C^1 \) embedding from \( \Omega_c \) onto \( \Omega_d \) for any \( c \in \Omega \) and \( d_\lambda \in \Omega^\lambda \). By \( \{b_\lambda\} \in C^j([0,1]) \), we mean that \( \lambda \to b_\lambda \) is of class \( C^j([0,1]) \). Then, \( \Gamma_{a,b} \in C^{k+\alpha,j}(\Omega_a^\lambda) \) if and only if \( \Gamma_{c,d} \in C^{k+\alpha,j}(\Omega_d^\lambda) \), provided \( b \) and \( d \) are in \( C^j([0,1]) \).

To put the above definitions into context, we restate Lemma 2.2 (iii) as follows: The space \( B^{k+\alpha,j}(\Omega^\lambda_a^\lambda) \), which is obviously dependent of \( \{(\Omega^\lambda_a^\lambda)\} \) and \( \Omega^\lambda \), is independent of embeddings \( \Gamma^\lambda \) from \( \Omega^\lambda \) onto \( (\Omega^\lambda)' \), provided there exists \( \{b_\lambda\} \in C^j([0,1]) \) such that \( \Gamma^\lambda_{a,b} \) extend to \( C^1 \) embeddings from \( \Omega_a^\lambda \) onto \( \Omega^\lambda_b \) for some \( a \in \Omega \) and \( \Gamma_{a,b} \in B^{k+\alpha,j}(\Omega_a^\lambda) \cap C^{1,0}(\Omega_a^\lambda) \). Finally, we always assume that \( \gamma^\lambda \) are the restrictions of \( \Gamma^\lambda \) on \( \partial \Omega \), which preserve orientation.

**Proposition 8.7.** Let \( k \geq j \) and \( k + 1 \geq l \geq 0 \). Let \( \Omega \) be a bounded and simply connected domain with \( \partial \Omega \in C^{k+1+\alpha} \) and let \( \Gamma^\lambda \) map \( \Omega^\lambda \) onto \( (\Omega^\lambda)' \) for \( 0 \leq \lambda \leq 1 \). Let \( b_\lambda \in \Omega^\lambda \) satisfy \( \{b_\lambda\} \in C^j([0,1]) \) and let \( a \in \Omega \). Suppose that \( \Gamma^\lambda_{a,b} \) extend to \( C^1 \) embeddings from \( \Omega_a^\lambda \) onto \( \Omega^\lambda_b^\lambda \) with \( \Gamma_{a,b} \in C^{1,0}(\Omega_a^\lambda) \).

(i) If \( \Gamma_b \in B^{k+\alpha,j}(\Omega^\lambda) \) and \( f \in B^{l+\alpha,j}(\partial \Omega^\gamma) \), then \( \{\Gamma^\lambda f\} \in B^{l+\alpha,j}(\Omega^\lambda) \). The analogous assertion holds if \( \Gamma^\lambda \circ \gamma^\lambda \) substitutes for \( B^{l+\alpha,j} \).

(ii) If \( \Omega^\lambda \in C^\omega \), \( a_b \in C^\omega(\Omega_a \times [0,1]) \) and \( \{f \circ \Gamma^\lambda \circ \iota_a\} \in C^\omega(\partial \Omega_a \times [0,1]) \), then \( \{\Gamma^\lambda f \circ \Gamma^\lambda \circ \iota_a\} \in C^\omega(\Omega_a \times [0,1]) \).

**Proof.** By our definition of orientations of boundaries, \( \iota_a \) reverses the orientations of \( \partial \Omega \) and \( \partial \Omega_a \) for \( a \in \Omega \). Let \( b_\lambda \in \Omega^\lambda \), \( z_\lambda \in C \setminus \overline{\Omega^\lambda} \), and \( z_\lambda \in \Omega^\lambda_b \). Applying the inversion \( \iota_{b_a} \) to replace \( \zeta^\lambda - b_\lambda \) by \( (\zeta^\lambda - b_\lambda)^{-1} \), we get

\[
\Gamma^\lambda f(z) = -\frac{z_\lambda - b_\lambda}{2\pi i} \int_{\partial \Omega^\lambda_b} \frac{(\zeta^\lambda - b_\lambda)^{-1} f^\lambda(\iota_{b_a}(\zeta^\lambda))}{\zeta^\lambda - z_\lambda} d\zeta^\lambda,
\]

\[
\{\Gamma^\lambda f \circ \Gamma^\lambda \circ \iota_a(z) = -\frac{\Gamma^\lambda_{a,b}(z) - b_\lambda}{2\pi i} \int_{\partial \Omega_a} \frac{(\Gamma^\lambda_{a,b}(\zeta) - b_\lambda)^{-1} f^\lambda \circ \Gamma^\lambda \circ \iota_a(\zeta)}{\Gamma^\lambda_{a,b}(\zeta) - \Gamma^\lambda_{a,b}(z)} d\Gamma^\lambda_{a,b}(\zeta).\]
We know that \( \{ f^\lambda \circ t_b \circ \Gamma_{a,b}^\lambda \} = \{ f^\lambda \circ \gamma^\lambda \circ t_a \} \) is in \( B_{k+a,j}^{k+a,j}(\partial \Omega_a) \) and \( C_{k+a,j}^{k+a,j}(\partial \Omega_a) \), when \( f \) is in \( B_{k+a,j}^{k+a,j}(\partial \Omega_a) \) and \( C_{k+a,j}^{k+a,j}(\partial \Omega_a) \), respectively. The lemma follows from Proposition 5.2. □

**Proposition 8.8.** Keep the assumptions in Proposition 8.7. Let \( f \in C_{k,j}^{0,j}(\partial \Omega_a) \).

(i) Assume that \( \int_{\partial \Omega_a} f^\lambda \, d\sigma^\lambda = 0 \). If \( \Gamma_b \in C_{k,j}^\lambda(\overline{\Omega}_1) \), then \( W_- f \in C_{k,j}^{0,j}(\overline{\Omega}_1) \).

Assume that \( \partial \Omega \in C_{k+1,a} \), \( \Gamma_b \in B_{k+1,a+j}^{k+1,a+j}(\overline{\Omega}_1) \) and \( f \in B_{k+a,j}^{k+a,j}(\partial \Omega_a) \). Then \( W_- f \in B_{k+1,a+j}^{k+1,a+j}(\overline{\Omega}_1) \). The analogous assertion holds if \( \mathcal{C} \) substitutes for \( \mathcal{B} \). Assume further that \( \partial \Omega \in C^\alpha \), \( \{ b_\lambda \} \in C^\alpha(\{ \overline{\Omega}_a \} \times [0,1]) \) and \( \{ f^\lambda \circ \gamma^\lambda \} \in C^\alpha(\partial \Omega \times [0,1]) \). Then \( \{ (W^\lambda_- f) \circ \Gamma^\lambda \circ t_a \} \in C^\alpha(\{ \overline{\Omega}_a \} \times [0,1]) \).

(ii) If \( \Gamma_b \in B_{k+1,a+j}^{+1,a+j}(\overline{\Omega}_1) \), then \( U_- f \in C_{k,j}^{0,j}(\overline{\Omega}_1) \).

**Proof.** Let \( A \) be an orientation preserving map from \( \partial \Omega \) onto \( \partial \Omega \). Let \( \gamma(t) \) be a parameterization of \( \partial \Omega \). Then \( \gamma(t) = A(\hat{\gamma}(t)) \) is a parameterization of \( \partial \Omega \). Assume that \( dt \) agrees with the orientation of \( \partial \Omega \) and \( A \) extends to a \( C^1 \) map defined near \( \partial \Omega \). We have

\[
\frac{d\sigma}{d\tau} = |\partial_t A(\gamma(t))| \, dt = |\partial_z A + \gamma'(t)^{-1} \gamma''(t) \partial_x A| \, d\tau.
\]

Let \( d\sigma^\lambda_b \) be the arc-length element on \( \partial \Omega_a^\lambda \). Since \( t_{b,\lambda} : z^\lambda \to z_\lambda \) reverses the orientations of \( \partial \Omega_a^\lambda \) and \( \partial \Omega_b^\lambda \), we obtain

\[
(8.23) \quad d\sigma^\lambda = -\frac{d\sigma^\lambda_b}{|\zeta^\lambda - b^\lambda|^2}
\]

on \( \partial \Omega_b^\lambda \) or \( \partial \Omega^\lambda \) (via pull-back or push-forward). By (3.2), a simple computation yields

\[
W^\lambda_- f(z^\lambda) = \frac{1}{\pi} \int_{\partial \Omega_a^\lambda} f^\lambda(\zeta^\lambda) \log |\zeta^\lambda - z_\lambda| \, d\sigma^\lambda,
\]

\[
-\frac{1}{\pi} \int_{\partial \Omega_a^\lambda} f^\lambda(\zeta^\lambda) \log |(\zeta^\lambda - b^\lambda)(z_\lambda - b^\lambda)| \, d\sigma^\lambda, \quad z_\lambda \neq b^\lambda.
\]

Since \( \int_{\partial \Omega_a^\lambda} f^\lambda \, d\sigma^\lambda = 0 \), we can remove \( (z^\lambda - b^\lambda) \) and the restriction \( z_\lambda \neq b^\lambda \) from the last integral. By (8.23), we get

\[
W^\lambda_- f(z^\lambda) = \frac{1}{\pi} \int_{\partial \Omega_b^\lambda} f^\lambda(t_{b,\lambda}(\zeta^\lambda)) \frac{1}{|\zeta^\lambda - b^\lambda|^2} \log |\zeta^\lambda - z_\lambda| \, d\sigma^\lambda_b + \frac{1}{\pi} \int_{\partial \Omega_b^\lambda} f^\lambda(t_{b,\lambda}(\zeta^\lambda)) \frac{1}{|\zeta^\lambda - b^\lambda|^2} \log |\zeta^\lambda - b^\lambda| \, d\sigma^\lambda_b, \quad z_\lambda \in \Omega_b^\lambda.
\]

Let \( \tau_{b,\zeta}^\lambda \) be the unit tangent vector of \( \partial \Omega_b^\lambda \) at \( \zeta^\lambda \). Fixing \( z \in \Omega \), we have \( d \arg(z^\lambda - \zeta^\lambda) = (\partial_{\tau_{b,\zeta}^\lambda} \arg(z_\lambda - \zeta^\lambda) - \partial_{\tau_{b,\zeta}^\lambda} \arg(z^\lambda - b_\lambda)) \, d\sigma^\lambda_b(\zeta^\lambda) \) and by (3.1)

\[
U^\lambda_- f(z^\lambda) = \frac{1}{\pi} \int_{\partial \Omega_b^\lambda} f^\lambda(t_{b,\lambda}(\zeta^\lambda)) \partial_{\tau_{b,\zeta}^\lambda} \arg(z_\lambda - \zeta^\lambda) \, d\sigma^\lambda_b(\zeta^\lambda) + \frac{1}{\pi} \int_{\partial \Omega_b^\lambda} f^\lambda(t_{b,\lambda}(\zeta^\lambda)) \partial_{\tau_{b,\zeta}^\lambda} \arg(z^\lambda - b_\lambda) \, d\sigma^\lambda_b(\zeta^\lambda), \quad z_\lambda \in \Omega_b^\lambda.
\]

The assertions follow from Proposition 5.3 and the last two formulae. □
9. Main results and proofs

In this section, we first prove the real analyticity of solutions to real analytic integral equations arising from the Dirichlet and Neumann problems. We then collect results from previous sections to formulate the solutions of Dirichlet and integral equations arising from the Dirichlet and Neumann problems. Finally, we prove Theorem 1.12.

**Proposition 9.1.** Let $\Omega$ be a bounded domain with $\partial \Omega \in C^\omega$. Let $\gamma^\lambda$ embed $\partial \Omega$ onto $\partial \Omega^\lambda$ with $\gamma \in C^\omega(\partial \Omega \times [0, 1])$. Let $\mathcal{L}$ be one of $K, -K, K^*$, and $-K^*$. Let $\psi \in C^\omega(\partial \Omega \times [0, 1])$. Suppose that $\varphi^\lambda \in L^1(\partial \Omega^\lambda)$ satisfy
\begin{equation}
\varphi^\lambda + \mathcal{L}^\lambda \varphi^\lambda = \psi^\lambda, \quad \{|\varphi^\lambda, \ell_i^\lambda\} \in C^\omega, \quad 1 \leq j \leq n.
\end{equation}
Then $\varphi \in C^\omega(\partial \Omega \times [0, 1])$. Furthermore, the functions $\phi_0, \ldots, \phi_m$ in Proposition 8.1(i) are in $C^\omega(\partial \Omega \times [0, 1])$.

**Proof.** We already know that $\varphi, \phi_i$ are of class $C^\infty$. We apply Cauchy majorant methods to estimate the growth of their Taylor coefficients. By Taylor’s theorem, a function $f$ on $\partial \Omega \times [0, 1]$ is real analytic if and only if
\[
\max_{i,\lambda} |\partial_t^i \partial_\lambda^j f(\tilde{\gamma}(t), \lambda)| \leq C i! j! \rho^{i+j},
\]
where $\tilde{\gamma}$ is a real analytic parameterization of $\partial \Omega$ and $C, \rho$ are constants. We first need uniform bounds for solution operators in sup-norms. Let $\{\ell_1^\lambda, \ell_2^\lambda, \ldots, \ell_n^\lambda\}$ be the basis of $\ker(I + \mathcal{L}^\lambda)$ described after the proof of Proposition 6.2. By Lemma 7.1(i), we know that $\ell_1, \ldots, \ell_n$ are in $C^{0,0}(\partial \Omega)$. Then $\mathcal{L}$ sends $C^{0,0}(\partial \Omega)$ into $(C^0([0, 1]))^n$, where
\[
\mathcal{L}^\lambda \varphi = (\langle \varphi^\lambda, \ell_1^\lambda \rangle, \langle \varphi^\lambda, \ell_2^\lambda \rangle, \ldots, \langle \varphi^\lambda, \ell_n^\lambda \rangle).
\]
Consider bounded linear maps
\[
(I + \mathcal{L}, \mathcal{L}_0): C^{0,0}(\partial \Omega) \to (C^{0,0}(\partial \Omega) \cap \ker(I + \mathcal{L}^\lambda)^\perp) \times (C^0([0, 1]))^n = X, \quad \mathcal{L} = \mathcal{L}_0 \mathcal{L} = \mathcal{L} \mathcal{L}_0 \mathcal{L} = \mathcal{L}^\lambda \mathcal{L}_0 \mathcal{L} = \mathcal{L}^\lambda.
\]
It is clear that $I + \mathcal{L}, \mathcal{L}_0$ is injective. By Proposition 6.2(iii), the second map is also injective for both cases. By Proposition 6.2(ii) and Lemma 7.1(i), $I + \mathcal{L}$ maps $C^{0,0}(\partial \Omega)$ onto $C^{0,0} \cap (\ker(I + \mathcal{L}^\lambda)^\perp)$. Since $\ell_1^\lambda, \ldots, \ell_n^\lambda$ are linearly independent for each $\lambda$, then $\{(\ell_i^\lambda, \ell_j^\lambda)\}_{1 \leq i, j \leq n}$ are invertible. Since $\ell_i$ are in $C^{0,0}(\partial \Omega^\lambda)$, given $c \in (C^0([0, 1]))^n$ we can find $\tilde{c} \in (C^0([0, 1]))^n$ such that $\langle \sum_j \tilde{c}_j(\lambda) \ell_j^\lambda, \ell_i^\lambda \rangle = c_i(\lambda)$. This shows that $(I + \mathcal{L}, \mathcal{L}_0)$ is surjective. That $(I + \mathcal{L}^\lambda, \mathcal{L}_0)$ is surjective for $\mathcal{L} = \mathcal{L}^\lambda$ is a result of $\mathcal{L} = \mathcal{L}^\lambda$. By the open mapping theorem, we have
\begin{align}
|\varphi|_{0,0} &\leq C_s(||(I + \mathcal{L}^\lambda)\varphi||_{0,0} + ||\mathcal{L}_0 \varphi||_{0,0}), \quad \mathcal{L} = \mathcal{L}^\lambda \mathcal{L} = \mathcal{L}, \quad \mathcal{L} = \mathcal{L}_0 \mathcal{L} = \mathcal{L}^\lambda \mathcal{L}_0 \mathcal{L} = \mathcal{L}^\lambda.
\end{align}

Here the $\varphi$ is in $C^{0,0}(\partial \Omega^\lambda)$ and $\mathcal{L}^\lambda$ is independent of $\varphi$.

(i) We first consider the case where $\mathcal{L} = \mathcal{L}^\lambda$. We express (9.1) as
\begin{align}
\varphi(z, \lambda) + \int_{\partial \Omega} \varphi(\zeta, \lambda)L(z, \zeta, \lambda) d\sigma(\zeta) = \psi_0(z, \lambda),
\end{align}
\begin{align}
\int_{\partial \Omega} \varphi(\zeta, \lambda)\ell_i^\lambda a(\zeta, \lambda) d\sigma(\zeta) = \psi_i^\lambda, \quad \alpha = 1, \ldots, n.
\end{align}
Note that \( L(z, \zeta, \lambda) \) is real analytic on \( \partial \Omega \times \partial \Omega \times [0,1] \) and \( a(\zeta, \lambda) = \partial_{\tau_\lambda}^\lambda (\zeta) \) is real analytic on \( \partial \Omega \times [0,1] \). We know that \( \ell_i \) are locally constants. However, we want to reason in such a way that the proof is valid whenever \( \ell_i^\lambda (\zeta) \) are real analytic in \( \lambda \) and \( \zeta \). Thus, the proof applies to \( \mathcal{L} = K^* \) or \(-K^* \) after we prove (ii). Differentiating (9.4)-(9.5) yields

\[
\partial_\lambda^k \varphi(z, \lambda) + \mathcal{L}^\lambda \partial_\lambda^k \varphi^\lambda = \partial_\lambda^k \psi_0(z, \lambda)
\]

\[
- \sum_{l=0}^{k-1} \binom{k}{l} \int_{\partial \Omega} \partial_\lambda^k \varphi(\zeta, \lambda) \partial_\lambda^{k-l} L(z, \zeta, \lambda) \, d\sigma(\zeta),
\]

(9.6)

\[
\mathcal{L}_0 \partial_\lambda^k \varphi^\lambda = \partial_\lambda^k \psi(\lambda) - \sum_{l=0}^{k-1} \binom{k}{l} \int_{\partial \Omega} \partial_\lambda^k \varphi(\zeta, \lambda) \partial_\lambda^{k-l} (\ell^\lambda(\zeta) a(\zeta, \lambda)) \, d\sigma(\zeta).
\]

Set \( A_k = \frac{1}{k!} \max_{\zeta, \lambda} |\partial_\lambda^k \varphi(\zeta, \lambda)| \) and

\[
ak = \frac{1}{k!} \max_{\zeta, \lambda, \alpha} \left\{ |\partial_\lambda^k L(\zeta, z, \lambda)|, |\partial_\lambda^k \psi_0(\zeta, \lambda)|, |\partial_\lambda^k \psi_0(\zeta, \lambda)|, |\partial_\lambda^k (\ell^\lambda(\zeta) a(\zeta, \lambda))| \right\}.
\]

We have \( |\ell^\alpha| | L |^2 | \ell^\alpha | \leq C_1 \). Denote by \( |\partial \Omega| \) the length of \( \partial \Omega \). Then we obtain from (9.7), (9.3) and (9.6)

\[
\frac{1}{k!} |\mathcal{L}_0^\lambda \partial_\lambda^k \varphi^\lambda| \leq a_k + |\partial \Omega| \sum_{l=0}^{k-1} A_l a_{k-l}, \quad A_k \leq 2C_1 \left\{ a_k + |\partial \Omega| \sum_{l=0}^{k-1} A_l a_{k-l} \right\}.
\]

Denote \( \sum A_l w^l \prec \sum b_l w^l \) if \( A_l \leq b_l \) for \( |l| \geq 0 \). The above implies that

\[
\sum A_kw^k \prec 2C_1 \sum a_kw^k + 2C_1 |\partial \Omega| w \sum A_kw^k \sum a_{k+1}w^k.
\]

Therefore, \( \sum A_kw^k \) converges near the origin. Set \( B_{k,j} = \frac{1}{k!} \max_{t, \lambda} |\partial_t^j \partial_\lambda^k \varphi(\hat{\tau}(t), \lambda)| \) and

\[
b_{k,j} = \frac{1}{k!} \max_{t, \lambda} \left( |\partial_t^j \partial_\lambda^k L(\hat{\tau}(t), \zeta, \lambda)|, |\partial_t^j \partial_\lambda^k \psi_0(\hat{\tau}(t), \lambda)| \right).
\]

Taking \( \partial_t^j \) directly onto the real analytic kernel \( \partial_\lambda^k L(\hat{\tau}(t), \zeta, \lambda) \) in (9.6), we get

\[
\partial_t^j \partial_\lambda^k \varphi(\hat{\tau}(t), \lambda) = \partial_t^j \partial_\lambda^k \psi_0(\hat{\tau}(t), \lambda) - \sum_{l=0}^{k} \binom{k}{l} \int_{\partial \Omega} \partial_\lambda^k \varphi(\zeta, \lambda) \partial_t^j \partial_\lambda^{k-l} L(\hat{\tau}(t), \zeta, \lambda) \, d\sigma(\zeta),
\]

\[
B_{k,j} \leq b_{k,j} + |\partial \Omega| \sum_{l=0}^{k} A_l b_{k-l,j}, \quad k, j \geq 0,
\]

\[
\sum B_{k,j} w^j_k \psi_0^j \prec \sum b_{k,j} w^j_k \psi_0^j + |\partial \Omega| \sum A_kw^k \sum b_{k,j} w^j_k.
\]

Obviously, \( \sum B_{k,j} t^j \lambda^k \) converges near \( (t, \lambda) = 0 \).

(ii) We still consider \( L = K \) or \(-K \). The elements in the base \( \{ \phi_i^\lambda \} \) of \( \ker(I + \mathcal{L}^*) \) are not constant, so we need to first establish their analyticity. Recall that

\[
\phi_i^\lambda + (\mathcal{L}^\lambda)^* \phi_i^\lambda = 0, \quad \int_{\partial \Omega} \phi_i^\lambda \ell_j^\lambda a(\lambda, \zeta) \, d\sigma = \delta_{ij}, \quad 1 \leq i, j \leq n.
\]
We write both in vectors and matrices and get

\[(I + (L^\lambda)^*) \partial^k X^\lambda (z, \gamma) = - \sum_{l=0}^{k-1} \binom{k}{l} \int_{\partial \Omega} \partial^l X^\lambda (\zeta, \lambda) \partial^{k-l} L(\zeta, z, \lambda) \, d\sigma(\zeta), \]

\[L^0 \partial^k X^\lambda = \partial^k X^\lambda \text{diag}(1, \ldots, 1) - \sum_{l=0}^{k-1} \binom{k}{l} \int_{\partial \Omega} \partial^l X^\lambda (\zeta, \lambda) \partial^{k-l} (\lambda^a(\zeta, \lambda)) \, d\sigma(\zeta). \]

We use (9.2) instead of (9.3) and get, for \(A_k = \frac{1}{k!} \max_{1 \leq \lambda \leq n} |\partial^k \phi(\zeta, \lambda)|,\)

\[
\frac{1}{k!} |L^0 \partial^k X^\lambda| \leq 1 + |\partial \Omega| \sum_{l=0}^{k-1} A_l a_{k-l}, \quad A_k \leq 2C_s \left\{ 1 + |\partial \Omega| \sum_{l=0}^{k-1} A_l a_{k-l} \right\}.
\]

Therefore, \(\sum A_k w^k < 2C_s + 2C_s|\partial \Omega|w \sum A_k w^k \sum a_{k+1} w^k\) and \(\sum A_k w^k\) converges near the origin. Next, we apply \(\partial_t^l\) to (9.8) and get

\[
\partial_t^l \partial^k X^\lambda (\gamma(t), \lambda) = - \sum_{l=0}^{k} \binom{k}{l} \int_{\partial \Omega} \partial^l X^\lambda (\zeta, \lambda) \partial^{k-l} L(\zeta, \gamma(t), \lambda) \, d\sigma(\zeta).
\]

As before, we obtain real analyticity of \(\phi(\gamma(t), \lambda)\).

With the real analyticity of \(\phi_t\), the proof in (i) is valid for \(L = \mathcal{K}^*\) or \(-\mathcal{K}^*\). \(\square\)

The Dirichlet problem for exterior domains with parameter is

\[\Delta u^\lambda = 0 \quad \text{on} \quad (\Omega^\lambda)', \quad u^\lambda = f^\lambda \quad \text{on} \quad \partial \Omega^\lambda.\]

To ensure that the solutions are unique, we require that \(u^\lambda\) be harmonic at \(\infty\), i.e., that \(u^\lambda(1/z)\) is harmonic in a neighborhood of \(0\). The Neumann problem for exterior domains with parameter is

\[\Delta v^\lambda = 0 \quad \text{on} \quad (\Omega^\lambda)', \quad \partial_{v^\lambda} v^\lambda = g^\lambda \quad \text{on} \quad \partial \Omega^\lambda.\]

Here \(v^\lambda\) is the unit outer normal vector of \(\partial \Omega^\lambda\). Again, we require that \(v^\lambda\) be harmonic at \(\infty\). For the existence and uniqueness of solutions \(v^\lambda\), we impose conditions

\[
\int_{\gamma_i^\lambda} g^\lambda \, d\sigma = 0, \quad \int_{\gamma_i^\lambda} v^\lambda \, d\sigma = 0, \quad 0 \leq i \leq m.
\]

The \(v^\lambda\) which satisfy conditions (1.3) or (9.9) are called normalized solutions. By Hopf’s lemma, if \(u\) is harmonic on \(\Omega\) and continuous up to the boundary with \(\partial \Omega \in C^{1,\alpha}\), then \(\partial_\nu u\) determines \(u\) up to a constant. In fact, one can locally reduce to the case where \(\Omega\) is a unit disc by Kellogg’s theorem; see also [10], p. 7. Thus, the normalized solutions are unique.

Recall that function spaces for interior domains are defined in section 2 and function spaces for exterior domains are defined in section 5. The reader is referred to Lemma 2.2 for independence of spaces \(B^{k+\beta,j}(\partial \Omega_\gamma)\) and \(B^{k+\beta,j}(\partial \Omega_\Gamma)\) on \(\gamma\) and \(\Gamma\) for \(k \geq j\), respectively. Recall that Lemma 8.4 shows the existence of extensions of \(\gamma^\lambda\) to \(\Gamma^\lambda\). We now summarize the solutions to the Dirichlet and Neumann problems with parameter as follows.

**Theorem 9.2.** Let \(0 \leq j \leq k, 0 < \alpha < 1, \text{ and } j \leq l \leq k + 1\). Let \(\Omega\) be a connected bounded domain in \(\mathbb{C}\) with \(\partial \Omega \in C^{k+1,\alpha}\). Let \(\Gamma^\lambda\) embed \(\overline{\Omega}\) onto \(\overline{\Omega}\) with \(\Gamma \in B^{k+1+\alpha,j}(\overline{\Omega})\) for interior Dirichlet and Neumann problems. Let \(\Gamma^\lambda\) embed \(\overline{\Omega}\) onto \(\overline{\Omega}\) such that \(t_{\Gamma^\lambda} \circ \Gamma^\lambda \circ t_{\Omega}\) extends to \(C^1\) embeddings from \(\overline{\Omega}\) onto \(\overline{\Omega}\) with \(\Gamma_b \in B^{k+1+\alpha,j}(\overline{\Omega})\) for exterior Dirichlet and Neumann problems. Here \(a \in \Omega\),
(9.10)
\[ u^\lambda = U^\lambda_+ \varphi + \sum_{i,j=1}^m c_i^\lambda \mu_{ij}^\lambda W^\lambda_{ij} \phi_j, \]
\[ \varphi^\lambda + K^\lambda \varphi^\lambda = g^\lambda, \quad \varphi^\lambda \perp \ker(I + K^\lambda), \quad g^\lambda = f^\lambda - \sum_{j=1}^m c_i^\lambda e_i, \]
\[ (W^\lambda \phi_j|_{\gamma^\lambda})_{1 \leq i,j \leq m} = (\mu^\lambda_{ij})^{-1}, \quad c_i^\lambda = \int_{\partial \Omega^\lambda} f^\lambda \phi_i^\lambda \ d\sigma^\lambda. \]

(ii) (Exterior Dirichlet problem.) Assume that \( \Omega^\lambda \) are simply connected. There exists a unique harmonic function \( u^\lambda \) on \( (\Omega^\lambda)' \cup \{ \infty \} \) such that \( u \in C_{0,j}^0(\overline{\Omega^\gamma}) \) and \( \partial_{\nu^\lambda} u^\lambda = f^\lambda \) on \( \partial \Omega^\lambda \). Moreover,
\[ u^\lambda = U^\lambda_+ \varphi + \int_{\partial \Omega^\lambda} f^\lambda \phi_0^\lambda \ d\sigma^\lambda, \]
\[ \varphi^\lambda - K^\lambda \varphi^\lambda = g^\lambda, \quad \varphi^\lambda \perp \ker(I - K^\lambda), \quad g^\lambda = f^\lambda - \int_{\partial \Omega^\lambda} f^\lambda \phi_0^\lambda \ d\sigma^\lambda. \]

(iii) (Interior Neumann problem.) Let \( |\partial \Omega^\lambda| \) be the arc length of \( \partial \Omega^\lambda \). Assume that \( \int_{\partial \Omega^\lambda} f^\lambda \ d\sigma^\lambda = 0 \). There exist \( u^\lambda \) which are harmonic on \( \Omega^\lambda \) and satisfy \( \{ u^\lambda \} \in C_{0,j}^0(\overline{\Omega^\gamma}) \) and \( \partial_{\nu^\lambda} u^\lambda = f^\lambda \). The normalized solutions \( u^\lambda \) are given by
\[ u^\lambda = W^\lambda_+ \varphi - \frac{1}{|\partial \Omega^\lambda|} \int_{\partial \Omega^\lambda} W^\lambda_+ \varphi \ d\sigma^\lambda. \]

(iv) (Exterior Neumann problem.) Assume that \( \Omega^\lambda \) are simply connected and \( \int_{\gamma^\lambda} f^\lambda \ d\sigma^\lambda = 0 \) for all \( j \geq 0 \). There exist functions \( u^\lambda \) which are harmonic on \( (\Omega^\lambda)' \cup \{ \infty \} \) and satisfy \( u \in C_{0,j}^0(\overline{\Omega^\gamma}) \) and \( \partial_{\nu^\lambda} u^\lambda = f^\lambda \). The normalized solutions are \( u^\lambda \) given by
\[ u^\lambda = W^\lambda_+ \varphi - \frac{1}{|\partial \Omega^\lambda|} \int_{\partial \Omega^\lambda} W^\lambda_+ \varphi \ d\sigma^\lambda. \]

(v) (Regularity.) If \( f \in B^{l+\alpha,j}(\partial \Omega^\gamma) \), then \( u \in B^{l+\alpha,j}(\overline{\Omega^\gamma}) \) for (i) and \( u \in B^{l+\alpha,j}(\overline{\Omega^\gamma}) \) for (ii); if \( f \in B^{k+\alpha,j}(\partial \Omega^\gamma) \) then \( u \in B^{k+1+\alpha,j}(\overline{\Omega^\gamma}) \) for (iii) and \( u \in B^{k+1+\alpha,j}(\overline{\Omega^\gamma}) \) for (iv). Assume further that \( \Gamma \in C^{k+1+\alpha,j}(\overline{\Omega}) \) and \( \Gamma_b \in C^{k+1+\alpha,j}(\overline{\Omega}) \). If \( f \in C^{l+\alpha,j}(\partial \Omega^\gamma) \), then \( u \in C^{l+\alpha,j}(\overline{\Omega^\gamma}) \) for (i) and \( u \in C^{l+\alpha,j}(\overline{\Omega^\gamma}) \) for (ii); if \( f \in C^{k+\alpha,j}(\partial \Omega^\gamma) \), then \( u \in C^{k+1+\alpha,j}(\overline{\Omega^\gamma}) \) for (iii) and \( u \in C^{k+1+\alpha,j}(\overline{\Omega^\gamma}) \) for (iv). Assume further that \( \partial \Omega \in C^\omega \), \( \Gamma \in C^\omega(\overline{\Omega} \times [0, 1]) \), \( \Gamma_{a,b} \in C^\omega(\overline{\Omega_a} \times [0, 1]) \), \( \{ b^\lambda \} \in C^\omega([0, 1]) \), and \( f \circ \gamma \in C^\omega(\partial \Omega \times [0, 1]) \). Then \( u^\lambda \circ \Gamma^\lambda(z) \) is in \( C^\omega(\overline{\Omega} \times [0, 1]) \) for (i) and (iii), and \( \partial \Omega \circ \Gamma^\lambda \circ \nu_a(z) \) is in \( C^\omega(\overline{\Omega_a} \times [0, 1]) \) for (ii) and (iv).
Proof. For smoothness in parameter, we need to compute the coefficients in the solution formulae. We recall results from Proposition 6.2. We have $e_i = 1$ on $\gamma_i$ and $e_i = 0$ on $\partial \Omega^\lambda \setminus \gamma_i^\lambda$ for $i > 0$, and $e_0 = 1$ on $\partial \Omega^\lambda$. Also $(\int_{\Omega^\lambda} \phi^\lambda_i d\sigma^\lambda)_{1 \leq i, j \leq m} = I$, $\int_{\Omega^\lambda} \Phi^\lambda_0 e_0 d\sigma^\lambda = 1$ and $\Phi^\lambda_0 = 0$ on $\gamma_i^\lambda$ for $i > 0$. We also know that, on $\partial \Omega^\lambda$, $W^\lambda \Phi^\lambda_0$ is constant and $W^\lambda \Phi^\lambda_i$ are locally constant for $i > 0$. On $\partial \Omega^\lambda$ and for $i > 0$, we have

$$W^\lambda \Phi^\lambda_i = \sum_{j > 0} \nu^\lambda_i e_j, \quad \nu^\lambda_j = W^\lambda \Phi^\lambda_i|_{\gamma^\lambda}, \quad \det(\nu^\lambda)_{1 \leq i, j \leq m} \neq 0.$$  

(The latter needs $m > 0$.) Thus for $j > 0$ we have $e_j = \sum_{i=1}^m \mu_{ji} W^\lambda \Phi^\lambda_i$. By Proposition 7.4(a), we know that $\Phi_0, \Phi_1, \ldots, \Phi_m$ are in $B^{k+\alpha,j}(\partial \Omega_\gamma)$. Thus, $\nu_{ii}$ and $\mu_{ii}$ are in $C^1([0,1])$. Let $c^\lambda_i = \int_{\partial \Omega^\lambda} \lambda^\lambda e_i d\sigma^\lambda$. Then $c^\lambda_i \in C^1([0,1])$ and $f^\lambda = g^\lambda + c^\lambda_i e_1 + \ldots + c^\lambda_m e_m$, $g^\lambda \perp \ker(I+(K^\lambda)^*)$; $f^\lambda = g^\lambda + c^\lambda_i$, $g^\lambda \perp \ker(I-(K^\lambda)^*)$.

It is clear that $g_i \in C^0_{\alpha,j}(\partial \Omega_\gamma)$. By Proposition 6.2(i) and Lemma 7.3(c), we get $\varphi \in C_{\alpha,j}^1(\partial \Omega_\gamma)$ for (i)-(iv).

For (i) and (ii) with $f \in B^{l+\alpha,j}(\partial \Omega_\gamma)$ and $l \leq k+1$, we still have $g \in B^{l+\alpha,j}(\partial \Omega_\gamma)$ as $g \in C^{\infty}(\Omega_\gamma)$. Thus, $\varphi \in B^{l+\alpha,j}(\partial \Omega_\gamma)$ by Proposition 7.4(c). Hence, $U^\alpha \varphi = 2 \text{Re} C \varphi \in B^{l+\alpha,j}(\overline{\Omega}_\Gamma)$ by Proposition 5.2 and $U^\alpha \varphi = 2 \text{Re} C \varphi \in B^{l+\alpha,j}(\overline{\Omega}_\Gamma)$ by Proposition 8.7. Also, $W^\lambda \Phi^\lambda_0 \in B^{k+1+\alpha,j}(\Omega_\Gamma)$ by Proposition 5.2 and $W^\lambda \Phi^\lambda_0 \in B^{k+1+\alpha,j}(\overline{\Omega}_\Gamma)$ by Proposition 8.7. The coefficients $c_{ii}$, $\mu_{ii}$ in (9.10) are in $C^{\infty}$. We conclude that $u \in B^{l+\alpha,j}(\overline{\Omega}_\Gamma)$ for (i) and $u \in B^{l+\alpha,j}(\overline{\Omega}_\Gamma)$ for (ii).

For (iii) and (iv) with $f \in B^{k+\alpha,j}$, we get $\varphi \in B^{k+\alpha,j}(\partial \Omega_\gamma)$ by Proposition 7.4(b). Hence, $W^\lambda \varphi \in B^{k+1+\alpha,j}(\overline{\Omega}_\Gamma)$ by Proposition 5.2 and $W^\lambda \varphi \in B^{k+1+\alpha,j}(\overline{\Omega}_\Gamma)$ by Proposition 8.7.

Finally, the real analytic results follow from Proposition 9.1, Proposition 8.8, Proposition 5.2, Proposition 8.7 and the solution formulae of the Dirichlet and Neumann problems. \hfill \square

Corollary 9.3. Let $k \geq 0$ be an integer and let $0 < \beta < \alpha < 1$. Let $\Omega$ be a bounded domain with $\partial \Omega \in C^{k+1+\alpha}$. Let $f \in C^{k+1+\beta}(\partial \Omega) \setminus C^{k+1+\alpha}(\partial \Omega)$. Then $Wf$ defines two harmonic functions on $\Omega$ and $\Omega'$, which have the same boundary value. $Wf|_{\partial \Omega}$ is in $C^{k+1+\beta}$, but not in $C^{k+1+\alpha}$. Moreover, $Wf \in C^{1-\epsilon}(C)$ for any $\epsilon > 0$.

As observed in [2], if the above $Wf$ is in $C^1(C)$, then (8.4) implies that $f$ and $Wf$ are zero. It is trivial that if a continuous function is holomorphic on both sides of a real curve in the complex plane, the function is holomorphic near the curve. The reader is referred to [2] where regularities for functions for two-sided almost complex structures are in contrast to Corollary 9.3.

As a consequence of Theorem 9.2 we have the following version of Kellogg’s Riemann mapping theorem with parameter.

Corollary 9.4. Let $j, k$ be non-negative integers or $\infty$ satisfying $0 \leq j \leq k$. Let $0 < \alpha < 1$. Let $\Omega$ be a simply connected bounded domain in $C$ with $\partial \Omega \in C^{k+1+\alpha}$ and let $\Gamma^\lambda$ embed $\overline{\Omega}$ onto $\overline{\Omega}^\lambda$ and satisfy $\Gamma \in C^{k+1+\alpha,j}(\overline{\Omega})$ (resp. $B^{k+1+\alpha,j}(\overline{\Omega})$). There exist Riemann mappings $R^\lambda$ from $\overline{\Omega}^\lambda$ onto $\overline{D}$ such that $\{R^\lambda \circ \Gamma^\lambda\} \in C^{k+1+\alpha,j}(\overline{\Omega})$ (resp. $B^{k+1+\alpha,j}(\overline{\Omega})$). Assume further that $\partial \Omega \in C^\omega$ and $\Gamma \in C^\omega(\overline{\Omega} \times [0,1])$. Then the function $R^\lambda \circ \Gamma^\lambda(z)$ is real analytic on $\overline{\Omega} \times [0,1]$.

Proof. The proof is standard for the non-parameter case. Since we need it for the next proof, we recall the construction. Fix $a \in \Omega$ and let $a^\lambda = \Gamma^\lambda(a)$. Let
$u^\lambda(z^\lambda)$ be the harmonic function on $\Omega^\lambda$ whose boundary value is $-\log |z^\lambda - a^\lambda|$. Let $v^\lambda$ be the harmonic conjugate of $u^\lambda$ on $\Omega^\lambda$ with $v^\lambda(a^\lambda) = 0$. Then $z^\lambda \to (z^\lambda - a^\lambda)e^{u^\lambda(z^\lambda) + iv^\lambda(z^\lambda)}$ is a Riemann mapping $R^\lambda$ sending $\Omega^\lambda$ onto $D$. By Theorem 9.2 we know that $u \in C^{k+1+\alpha,j}(\overline{\Omega})$. Also,

$$v^\lambda(z^\lambda) = \int_{a^\lambda}^{z^\lambda} \left( -\partial_{\bar{\nu}}u^\lambda(\zeta^\lambda) \, d\nu^\lambda + \partial_{\nu}u^\lambda(\zeta^\lambda) \, d\nu^\lambda \right),$$

where the path of integration is any $C^1$ curve of the form $(x^\lambda, y^\lambda) = \Gamma^\lambda(\rho(t))$ with $\rho(0) = a$ and $\rho(1) = z$. Using the integral formula we can verify that $v^\lambda \in C^{k,j}(\overline{\Omega})$. Then $\partial_{\nu}u^\lambda = -\partial_{\nu}u^\lambda$ and $\partial_{\nu}v^\lambda = \partial_{\nu}y^\lambda$ imply that $v$ is in $C^{k+1+\alpha,j}(\overline{\Omega})$. The same argument is valid for the real analytic case.

We now turn to the proof of Theorem 1.2, for which we need a third-order invariant.

Lemma 9.5. Let $\Omega$ be a bounded simply connected domain with $\partial\Omega \in C^{2+\alpha}$. Assume that at $1$, $\partial\Omega$ and $\partial D$ are tangent and have the same exterior normal vector. There exists a unique biholomorphism $S$ from $\overline{\Omega}$ onto $\overline{D}$ such that $S(1) = 1$, $S'(1) = 1$ and $S''(1) \in \mathbb{R}$. Let $R$ be a Riemann mapping from $\overline{\Omega}$ onto $\partial D$ with $R(1) = 1$. Then $S''(1) = R'(1)^{-1} \Re R''(1) + 1 - R'(1)$. Assume further that $\partial\Omega \in C^{3+\alpha}$. Then at $1$,

$$S''' = (R')^{-1}\{R'' + 3(1 - R')R'' + \frac{3}{2}(1 - R')^2 R'\}$$

$$+ \frac{3}{2}(R')^{-2}(\Im R'')^2 - 3i\{(R')^{-1} \Re R'' + (1 - R')\}(R')^{-1} \Im R''.$$

Proof. Let $R$ be a Riemann mapping from $\overline{\Omega}$ onto $\overline{D}$ with $R(1) = 1$. The fractional linear transformations that preserve $D$ and $1$ are of the form

$$L_a(z) = \frac{1 - \bar{a}}{1 - a} \cdot \frac{z - a}{1 - \bar{a}z}, \quad |a| < 1.$$ 

We have

$$(L_a \circ R)' = \frac{1 - \bar{a}}{1 - a} \cdot \frac{1 - |a|^2}{(1 - \bar{a}R)^2} R',$$

$$(L_a \circ R)'' = \frac{1 - \bar{a}}{1 - a} \cdot \frac{1 - |a|^2}{(1 - \bar{a}R)^2} \left( R'' + \frac{2\bar{a}(R')^2}{1 - \bar{a}R} \right).$$

Note that $R'(1) > 0$. We have $R'_1(1) = 1$ for $R_1 = L_a \circ R$ with

$$a = \frac{1 - R'(1)}{1 + R'(1)}.$$ 

We further determine $L_b$ under the restriction $1 - |b|^2 = |1 - b|^2$, i.e. $b = \cos \theta(\cos \theta + i \sin \theta)$ with $\theta \in (-\pi/2, 0) \cup (0, \pi/2]$. Thus we still have $(L_b \circ R_1)'(1) = 1$. Then $R_1(1) = R'_1(1) = 1$ imply that

$$(L_b \circ R_1)'(1) = R''_1(1) - 2i \cot \theta.$$ 

Hence, there is a unique $\theta \in (-\pi/2, 0) \cup (0, \pi/2]$ such that $(L_b \circ R_1)''(1) \in \mathbb{R}$. At $1$,

$$\frac{2\pi R'}{1 - \bar{a}R} = 1 - R', \quad \frac{2\bar{b}}{1 - \bar{b}} = -i \Im R''_1.$$
Therefore, $S$ equals $L_b \circ L_a \circ R$. By (9.11), we get at 1,
\[
S'' = (L_b \circ R_1)'' = \text{Re } R_1'' = (R')^{-1}\{\text{Re } R'' + (1 - R')R'\}.
\]
Also, $\text{Im } R_1''(1) = R'(1)^{-1}\text{Im } R''(1)$. Differentiating (9.11), we obtain at 1,
\[
R_1'' = (R')^{-1}\{R''' + 3(1 - R')R'' + \frac{3}{2}(1 - R')^2R'\},
\]
\[
S''' = (L_b \circ R_1)''' = R_1''' - 2iR_1''\text{Im } R_1'' - \frac{1}{2}(\text{Im } R_1'')^2 - i\text{Re } R_1''\text{Im } R_1'.
\]
Expressing $R_1''(1)$ and $R_1'''(1)$ in $R'(1)$, $R''(1)$ and $R'''(1)$ yields the identity. □

Proof of Theorem 1.2

We need to find a family of embeddings $\Gamma^\lambda$ from $\overline{\Omega}^\lambda$ onto $\overline{\Omega}^\lambda$ satisfying the following: (a) $\Gamma$ is in $C^\infty(\overline{\Omega} \times [0,1])$ and real analytic at $(1,0) \in \overline{\Omega} \times [0,1]$, (b) for any family of Riemann mappings from $\overline{\Omega}^\lambda$ onto $\overline{\Omega}$, $R \circ \Gamma$ is not real analytic at $(1,0) \in \overline{\Omega} \times [0,1]$.

It is convenient not to use arc-length. Consider a $C^\infty$ family of simply connected bounded domains $\Omega^\lambda$ bounded by
\[
\gamma(t, \lambda) = \rho(t, \lambda)e^{it}, \quad \rho(0, \lambda) = 1 = \rho(t, 0),
\]
where $\rho$ is a positive $C^\infty$ function satisfying $\rho(t + 2\pi, \lambda) = \rho(t, \lambda)$. To achieve the analyticity, we will require that $\rho - 1$ vanishes near $t = 0$ and $\lambda = 0$. As complex-valued functions, the outer unit normal vector $\nu(t, \lambda)$ of $\partial \Omega^\lambda$ is $-i\gamma'(t, \lambda)/|\gamma'(t, \lambda)|$. We have
\[
k(s, t, \lambda) = \frac{1}{\pi} \frac{N(s, t)}{|\gamma(s, \lambda) - \gamma(t, \lambda)|^2},
\]
\[
N(s, t, \lambda) = \text{Re}\{\nu(t, \lambda)(\gamma(t, \lambda) - \gamma(s, \lambda))\}.
\]
In the above and remaining computations, the derivatives are in $s, t$ variables only. The derivatives in $\lambda$ at $\lambda = 0$ are indicated in the formal Taylor expansion about $\lambda = 0$. For instance,
\[
\gamma(t, \lambda) \sim \sum \gamma_n(t)\lambda^n, \quad \gamma_0(t) = e^{it}; \quad k(s, t, \lambda) \sim \sum k_n(s, t)\lambda^n.
\]
We will derive identities for coefficients of formal power series in $\lambda$, and those identities are therefore valid when they arise from $C^\infty$ functions. We will also denote by $\rho_{(n)}^{(j)}(s)$ the collection of $\partial_s^i \rho_l(s)$ with $i \leq j, l \leq n$ and by $\rho_{(n)}$ the collection of $\rho_l$ with $l \leq n$. We will denote by $Q(\rho_{(n)}^{(j)})$ a function in $s$ and $t$ which depends on $\rho_{(n)}^{(j)}$ such that
\[
|\partial_s^j \partial_t^{l-i} Q(\rho_{(n)}^{(j)})(s, t)| \leq C(n, j, l, |\rho_{(n)}^{(j)}|_{j+l}) \overset{\text{def}}{=} C(|\rho_{(n)}^{(j)}|_{j+l}).
\]
To simplify notation, the $Q$ might be different when it reappears.

We express
\[
\gamma'(t, \lambda) = ie^{it}(\rho(t, \lambda) - i\rho'(t, \lambda)), \quad \gamma(t, \lambda) - \gamma(s, \lambda) = B(s, t, \lambda)(e^{it} - e^{is}),
\]
\[
B(s, t, \lambda) = \rho(s, \lambda) + (\rho(t, \lambda) - \rho(s, \lambda))(1 - e^{i(s-t)})^{-1}.
\]
Note that $B_0(s, t) = 1 = |\gamma'(t, 0)|$. We also have
\[
N(s, t, \lambda) = \text{Re}\left\{n(t, \lambda)(\gamma(t, \lambda) - \gamma(s, \lambda))\right\} = |e^{is} - e^{it}|^2 A(s, t, \lambda),
\]
\[
A(s, t, \lambda) = |e^{is} - e^{it}|^{-2} \text{Re}\left\{n(t, \lambda)(\gamma(t, \lambda) - \gamma(s, \lambda) - i\gamma'(t, \lambda)(e^{is-t} - 1))\right\}
\]
\[
+ |e^{is} - e^{it}|^{-2}(1 - \cos(s - t))|\gamma'(t, \lambda)|.
\]
Therefore,
\[
(9.13) \quad |\partial_j^i \partial_t^{k-t} A_n(s, t)| + |\partial_j^i \partial_t^{k-t} B_n(s, t)| \leq C(|\rho_n|_{k+2}).
\]
It is clear that $A(s, t, \lambda), B(s, t, \lambda)$ and $k(s, t, \lambda) = A(s, t, \lambda)/(|\pi|B(s, t, \lambda)|^2)$ are $C^\infty$ in $(s, t, \lambda)$. Using $B_0 = 1$, we compute derivatives of $k(s, t, \lambda)$ in $\lambda$ at $\lambda = 0$. We find $k_0(s, t) = \frac{1}{2\pi}$. By (9.13) we get $k_n(s, t) = Q_n(\rho_{(n)}^2)(s, t)$, which satisfies (9.12). We also have $d\sigma(t, \lambda) = a(t, \lambda) dt$ with $a(t, \lambda) = |\gamma'(t, \lambda)|$. Then $a_0 = 1$ and $a_n = Q(\gamma'(n)).$

Let $u^\lambda(z^\lambda)$ be the harmonic function on $\Omega^\lambda$ with boundary value $-\log |z^\lambda|$ on $\partial \Omega^\lambda$. To compute $u^\lambda$, set $f(s, \lambda) = -\log |\gamma(s, \lambda)| = -\log \rho(s, \lambda)$ and consider
\[
\varphi(s, \lambda) + \int_0^{2\pi} \varphi(t, \lambda)K(s, t, \lambda)a(t, \lambda) dt = f(s, \lambda).
\]
We have $f_0 = 0$ and $f_n(s) = -\rho_n(s) + Q(\rho_{(n-1)}^2)(s)$. We obtain $\varphi_0 = 0$ and
\[
(9.14) \quad \varphi_n(s) = -\frac{1}{2}\rho_n(s) + Q(\rho_{(n-1)}^2)(s), \quad n > 0.
\]
Recall that $\varphi$ is real-valued and
\[
(U \varphi)(z, \lambda) = \frac{1}{\pi} \int_{\partial \Omega^\lambda} \varphi(s, \lambda)\partial_{r^\lambda} \arg(\zeta^\lambda - z^\lambda) d\sigma^\lambda = \text{Re} C^\lambda \varphi.
\]
Let $z = r \in (-1, 1)$. We get
\[
\partial_j^i \partial_t^k C^\lambda \varphi(r^\lambda) = \frac{1}{2\pi i} \sum_{i=0}^{n-1} \binom{n}{i} \int_0^{2\pi} \partial_j^i(\varphi(s, \lambda))\partial_t^k \partial_{r^\lambda}^{n-i}\left\{ \frac{\partial_s \gamma(s, \lambda)}{\gamma(s, \lambda) - r^\lambda} \right\} ds
\]
\[
+ \frac{1}{2\pi i} \partial_j^i \int_{\partial \Omega^\lambda} \partial_{r^\lambda}^n \varphi(s, \lambda) \frac{d\zeta^\lambda}{\zeta^\lambda - r^\lambda} = I_1^\lambda(r^\lambda) + I_2^\lambda(r^\lambda).
\]
We want to emphasize that $\Gamma_n(z)$ is not determined by $\rho_1, \ldots, \rho_n$. Nevertheless, we want to show that, when restricted on the unit circle, $(U \varphi)_n$ and all derivatives $(\partial_j^i(U \varphi)_n)$ depend only on $\rho_1, \ldots, \rho_n$. For $I_1$, we apply Stokes’ theorem to transport all derivatives on the Cauchy kernel onto derivatives in $s$. After removing all derivatives on the Cauchy kernel, we set $\lambda = 0$ and let $r \to 1^-$. By $\varphi_0 = 0$, (9.14) and a crude estimate on orders of derivatives, we obtain
\[
I_1^\lambda(r^\lambda) = C^0 Q(\rho_{(n-1)}^{n+j+2})(1), \quad |I_1^\lambda(r^\lambda)| \leq C(|\rho_{(n-1)}|_{n+j+3}), \quad \lambda = 0, \quad r = 1.
\]
To compute $I_2^λ$, we express for $r \in (-1, 1)$
\[
\partial_r \int_{\partial \Omega^λ} f^λ(\zeta^λ) \frac{dC^λ}{\zeta^λ - r^λ} = \partial_r r^λ \int_{\partial \Omega^λ} \left\{ \frac{\overline{(r^λ\partial_\tau^λ)f^λ(\zeta^λ)}}{\zeta^λ - r^λ} \right\} \frac{d\zeta^λ}{\zeta^λ - r^λ},
\]
\[
\partial_r^2 \int_{\partial \Omega^λ} f^λ(\zeta^λ) \frac{dC^λ}{\zeta^λ - r^λ} = (\partial_r r^λ)^2 \int_{\partial \Omega^λ} \left\{ \frac{\overline{(r^λ\partial_\tau^λ)'}f^λ(\zeta^λ)}{\zeta^λ - r^λ} \right\} \frac{d\zeta^λ}{\zeta^λ - r^λ} + \sum_{i>1,j} \partial_r^i r^λ Q_{jl}(\partial_r^{(j-i)} r^λ) \int_{\partial \Omega^λ} \left\{ \frac{\overline{(r^λ\partial_\tau^λ)^l}f^λ(\zeta^λ)}{\zeta^λ - r^λ} \right\} \frac{d\zeta^λ}{\zeta^λ - r^λ}.
\]
Recall that $γ_0(s) = e^{it}$. Write $γ^λ(e^{it}) = γ(t, λ)$. We further require that the extension $Γ^λ(z)$ of $γ^λ(z)$ satisfies $Γ^0(z) = z$. Thus at $(r, λ) = (1, 0)$, we have $\partial_r r^λ = 1$ and $\partial_r^2 r^λ = 0$ for all $j > 1$. Set $λ = 0$, let $r \to 1^-$ in $I_2^λ$ and apply the jump formula for Cauchy transform on the unit circle. We get
\[
I_2^0(1) = \frac{1}{2\pi i} \int_0^{2π} \left\{ (-ie^{-is∂_s})^2 \varphi_n(s) - (-ie^{-it∂_t})^2 \varphi_n(t)|_{t=0} \right\} \frac{ie^{is}ds}{e^{is} - 1}
\]
\[
+ (\partial_r \cdot ie^{-it})^2 \varphi_n(t)|_{t=0}
\]
\[
= -\frac{1}{4π i} \int_0^{2π} \left\{ (-ie^{-is∂_s})^2 ρ_n(s) - (-ie^{-it∂_t})^2 ρ_n(t)|_{t=0} \right\} \frac{ie^{is}ds}{e^{is} - 1}
\]
\[
- \frac{1}{2} (-ie^{-it∂_t})^2 ρ_n(t)|_{t=0} + C^0 Q(ρ^{(2+j)}(1)| λ + C(ρ^{(2+j)}(1)| λ)
\]
\[
= -\frac{(1) j!}{4π i} \int_0^{2π} ρ_n(s) \frac{ie^{is}ds}{(e^{is} - 1)^{j+1}} + Q(ρ^{(3+j)}(1)| λ).
\]
Here $C^0$ stands for the Cauchy transform on the unit circle. Recall in notation [9.12] that we have $|Q(ρ^{(3+j)}(1)| λ) \leq C(|ρ^{(n-1)}| j+3)$. Here the second-to-last identity is obtained via integration by parts under the additional conditions that $n > 0$ and $ρ_n$ vanish near $s = 0$. Therefore, we get for $n > 0$
\[
(9.15) \quad \partial_r^k (Uφ)_n(1) = -\frac{(1) j!}{4π i} \operatorname{Re} \int_0^{2π} ρ_n(s) \frac{e^{is}ds}{(e^{is} - 1)^{j+1}} + Q(ρ^{(n+6)}(1)| λ).
\]
We use the Riemann mapping $R^λ$ satisfying $R^λ(0) = 0$ and $(R^λ)(1) = 1$. Near $(z, λ) = (1, 0)$, we have $γ^λ(z) = z$ and
\[
R(z, λ) = R^λ(γ^λ(z)) = ze^{h^λ(z)}, \quad h^λ(z) = u^λ(z) + iν^λ(z) - u^λ(1) - iν^λ(1).
\]
Here $ν^λ$ is a harmonic conjugate of $u^λ = Uφ$. Since $(Uφ)_0 = 0$, then $(Uφ)_0$ is identically zero. Hence $R_0(z) = z$. At $z = 1$, we have
\[
R' = 1 + ∂_r u^λ, \quad R'' = (h^λ)' + ((h^λ)')^2 + 2(h^λ)',
\]
\[
R''' = (h^λ)'' + 3(h^λ)'(h^λ)' + ((h^λ)')^3 + 3(h^λ)'' + 3((h^λ)')^2.
\]
We get
\[
(9.16) \quad (R')_0 = 1, \quad (R'')_0 = 0, \quad (R''')_0 = 0,
\]
\[
(9.17) \quad \operatorname{Re} R''(1) = ∂_r^2 (u^λ)_n(1) + 3∂_r^2 (u^λ)_n(1) + Q(ρ^{(3)}(n-1)| λ).
\]
By Lemma [9.5], there exists a unique Riemann mapping $S^λ$ for $Ω^λ$ that satisfies
\[
S^λ(1) = (S^λ)'(1) = 1, \quad (S^λ)''(1) ∈ R.
\]
Thus, $(S^λ)^{m}(1) = R_n^m(1)$ by (9.16)-(9.17) and the last identity in Lemma 9.5. For $n > 0$ we obtain
\[
\Re R_n^m(1) = \frac{3}{4\pi} \Re \int_0^{2\pi} \rho_n(s) \left( \frac{e^{is}}{(1 - e^{is})^4} + \frac{e^{is}}{(1 - e^{-is})^4} \right) ds + Q(\rho_{n-1}^{(m+6)})
\]
\[
= \frac{3}{4\pi} \int_0^{2\pi} \rho_n(s) \cos(2s) \frac{1}{16 \sin^4(s/2)} ds + Q(\rho_{n-1}^{(m+6)}).
\]
One can inductively choose $\rho_n(s) = \tilde{\rho}_n(s) \sin^4(s/2) \cos(2s)$ with $\tilde{\rho}_n \geq 0$ such that $\rho_n(s) = 0$ on $|s| < \pi/2$ and $R_n^m(1) > (n!)^2$ for $n > 0$. This shows that $(S^λ)^{m}(1)$ is not real analytic at $\lambda = 0$, provided that $\rho_n(s)$ can be realized via a family of embeddings $Γ^λ$ satisfying all the requirements. To achieve the latter, we apply a non-parameter version of Lemma 8.1 to the unit disc $D$ and find $\tilde{\rho}_n \in C^∞(\overline{D})$ such that $\tilde{\rho}_n(e^{is}) = \rho_n(s)$. Moreover, all $\tilde{\rho}_n$ vanish in a fixed neighborhood of $1 \in \overline{D}$. Applying Lemma 8.3, we find $\hat{\rho} \in C^∞(\overline{D} \times [0,1])$ such that $\hat{\rho}(z,\lambda)$ vanishes near $(z,\lambda) = (1,0)$ and $\partial_{\lambda}^{-1} \hat{\rho}(z,\lambda) = (n-1)!\hat{\rho}_n(z)$ at $\lambda = 0$. Let $\Gamma(z,\lambda) = (1 + \hat{\rho}(z,\lambda))z$. As we already mentioned, we can extend $\rho(t,\lambda)$ to be identically 1 near $(1,0) \in \overline{D} \times I$. Thus $\Gamma(z,\lambda)$ is real analytic near $(1,0)$. Replacing $Γ^λ$ by $Γ^{δλ}$ if necessary, $Γ^λ$ embeds $\overline{D}$ into $\overline{Ω^λ}$ when $δ > 0$ is sufficiently small and $0 \leq \lambda \leq 1$.

We now consider any family of Riemann mappings $R^λ$ from $Ω^λ$ onto $D$. Assume for the sake of contradiction that $R$ is real analytic at $(1,0) \in \overline{D} \times [0,1]$. Replace $R^λ$ by $\overline{R^λ(1)}R^λ$. By Lemma 9.5, $(S^λ)^{m}(1)$ is real analytic at $\lambda = 0$, which is a contradiction.

We conclude the paper with a remark on the results and proofs when the domains are fixed and only the boundary values vary with a parameter. In this case we can reduce the solutions to the case without parameter. Recall that the solutions for the Dirichlet and Neumann problems consist of solving the integral equations and estimating the single and double layer potentials via Cauchy transform. When we differentiate integral equations or Cauchy transform in parameter $\lambda$, the kernels are unchanged for fixed domains. The difficulties with the chain rule in our proofs disappear. More specifically, the estimates for the integral equations in Proposition 7.4 (without restriction $k \geq j$) extend to spaces of types $B_α$ and $C_α$. The estimates on the layer potentials via Cauchy transform in Proposition 5.2 (without restriction $k \geq j$) extend to spaces of types $B_α$ and $C_α$ too. Thus, we have the following.

**Proposition 9.6.** Let $k, j$ and $l$ be non-negative integers. Assume that $l \leq k + 1$ and $0 < \alpha < 1$. Let $Ω$ be a bounded domain in the complex plane with $\partial Ω \in C^{k+1+\alpha}$. Let $u^λ$ be harmonic functions on $Ω$ which are continuous up to boundary. If $u \in B^{k+\alpha,j}_*(Ω)$ (resp. $C^{k+\alpha,j}_*(Ω)$), then $u \in B^{k+\alpha,j}_*(Ω)$ (resp. $C^{k+\alpha,j}_*(Ω)$). If $\int_{\partial Ω} u^λ \, dσ = 0$ and $\{\partial_α u^λ\}$ is in $B^{k+\alpha,j}_*(Ω)$ (resp. $C^{k+\alpha,j}_*(Ω)$), then $u \in B^{k+\alpha,j}_*(Ω)$ (resp. $C^{k+1+\alpha,j}_*(Ω)$).
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