The Landau-Zener Transition and the Surface Hopping Method for the 2D Dirac Equation for Graphene
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\textbf{Abstract.} A Lagrangian surface hopping algorithm is implemented to study the two dimensional massless Dirac equation for Graphene with an electrostatic potential, in the semiclassical regime. In this problem, the crossing of the energy levels of the system at Dirac points requires a particular treatment in the algorithm in order to describe the quantum transition—characterized by the Landau-Zener probability—between different energy levels. We first derive the Landau-Zener probability for the underlying problem, then incorporate it into the surface hopping algorithm. We also show that different asymptotic models for this problem derived in [O. Morandi, F. Schurrer, J. Phys. A: Math. Theor. 44 (2011) 265301] may give different transition probabilities. We conduct numerical experiments to compare the solutions to the Dirac equation, the surface hopping algorithm, and the asymptotic models of [O. Morandi, F. Schurrer, J. Phys. A: Math. Theor. 44 (2011) 265301].
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\section{Introduction}

We are interested in the description of the transport of electrons in a single graphene layer. This material is a two-dimensional flat monolayer of carbon atoms which displays unusual and interesting electronic properties arising from the bi-conically shaped Fermi
surfaces near the Brillouin zone corners (Dirac points). The electrons propagate as massless Dirac Fermions moving with the Fermi velocity $v_F$, which is 300 times smaller than the speed of light $c$.

Although this model has been studied for a long time, see [5] for a bibliography, it has remained theoretical until the work of [32] where the graphene was produced for the first time. After these results, the interest of researchers on this material has shown a remarkable increase including applications in carbon-based electronic devices [26] and numerical simulations, see e.g. [12] and references therein.

In this paper, we will consider a model of a two-dimensional Dirac equation [2, 5, 31] of a graphene sheet in the presence of an external potential. This model consists of a small parameter $\hbar$ directly related to the Planck constant. We are interested in the design of an efficient numerical method—the surface hopping method—for the graphene Dirac equation in the semiclassical regime where $\hbar \ll 1$. In this regime, the solution of the Dirac equation is highly oscillatory thus a huge computational cost is required to give accurate wave functions or physical observables for either finite difference methods [4, 16] or time-splitting spectral method [18], since one needs to resolve the high frequency both spatially and temporally.

The development of efficient numerical methods for the related Schrödinger equation in the semiclassical regime has motivated many works in the last decade, see the review paper [20] and references therein. In the semiclassical regime, one often uses asymptotic analysis, such as the WKB analysis and the Wigner transform to help to reduce the computational costs and to develop efficient computational methods based on the asymptotic models. In the framework of Wigner transform, the idea is to construct a measure on the phase space, called the Wigner measure, when $\hbar \to 0$, to obtain the physical observables (such as density, flux, and energy) with a computational cost far less than a direct quantum simulation. When the gap between different energy levels is of order one (the so-called adiabatic case), the Wigner measure technique provides a simple description of the motion: it can be well approximated by a fully diagonalized system, one classical Liouville equation for each energy level [13]. However, in the graphene Dirac equation, the energy levels cross at the Dirac points, where non-adiabatic transfers are observed and the particles can tunnel from one band to the other. The standard Wigner approach then needs to be revised to describe the non-adiabatic phenomena.

One of the widely used approaches to simulate the non-adiabatic dynamics is the surface hopping method initially proposed by Tully and Preston [39] as an efficient computational method to go beyond the classical Born-Oppenheimer approximation. This method is widely used in chemistry and molecular dynamics, see for examples [7, 35, 38, 39]. The basic idea is to combine classical transport of the system on individual potential energy surfaces with instantaneous transitions from one energy surface to the other. The transition rates for this band-to-band hopping are given by the well known Landau-Zener formula [40]. From the mathematical point of view, the first rigorous analysis of non-adiabatic transfer using Landau-Zener formula dates back to Hagedorn [15]. More
recently, the Wigner measure techniques for separated energy levels have been extended in [9] and [10] to systems presenting band crossing. The proof is based on microlocal analysis to justify the Landau-Zener formula. Departing from the results in [9] and [10], a rigorous surface hopping algorithm in the Wigner picture was proposed in [25] for time-dependent two-level Schrödinger systems with conically intersecting eigenvalues and implemented numerically in the Lagrangian formulation in [24]. The corresponding Eulerian numerical scheme was proposed in [23] by formulating the hopping mechanism as an interface condition which is then built into the numerical flux for solving the underlying Liouville equation for each energy level.

In the present article we give a Lagrangian surface hopping algorithm for the graphene Dirac equation similar to the algorithm in [24]. First, it is a classical result that the Wigner transform leads to two decoupled classical Liouville equations for each energy level, under the adiabatic assumption [13]. At the Dirac points where non-adiabatic transition occurs, we first derive the Landau-Zener formula, and then incorporate it into the surface hopping algorithm. We also show that a reduced asymptotic model developed in [30] could give incorrect transition probability. We then compare through several numerical examples the solutions of the Dirac equation (solved by the time-splitting spectral method), the surface hopping algorithm and the asymptotic models of [30]. Our numerical results show that, when there is no wave interference, the surface hopping algorithm indeed gives the correct non-adiabatic transition at Dirac points, with a much greater computational efficiency compared with the simulations based on solving directly the Dirac equation.

The article is organized as follows: in Section 2 we give the graphene Dirac equation and its semiclassical limit via the Wigner transform in the adiabatic case. We give some examples of potentials to show that non-adiabatic transition is indeed possible. In Section 3, we derive the Landau-Zener transition probability for the graphene Dirac equation. The surface hopping algorithm is given in Section 4. In Section 5, we study the asymptotic models introduced in [30] and show that a reduced model could give the incorrect transition probability. Numerical results are given in Section 6 for comparisons of different models. For reader’s convenience we give the time-splitting spectral method of the Dirac equation in Appendix A.

2 Quantum transport in graphene and the Wigner measure

We consider the description of the transport of electrons in a single graphene layer in the presence of an external potential. Following [2, 5, 31], it is modelled by the two-dimensional Dirac equation:

\[
\begin{aligned}
\left\{\begin{array}{l}
\ i\hbar \partial_t \psi = \left[ -i\hbar v_F \sigma_1 \partial_{x_1} - i\hbar v_F \sigma_2 \partial_{x_2} + qV \right] \psi, \quad t \in \mathbb{R}, \ x \in \mathbb{R}^2, \\
\psi(0, x) = \psi_I(x), \end{array}\right.
\end{aligned}
\]

where \( \hbar \) is the reduced Planck constant, \( v_F \) is the Fermi velocity, \( q \) is the elementary charge of the electron and \( V(x) \in \mathbb{R} \) is the electric potential. The Pauli matrices \( \sigma_1, \sigma_2 \) are given
by:
\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.
\]

The initial wave function \( \psi_I(x) \in \mathbb{C}^2 \) is normalized such that:
\[
\int_{\mathbb{R}^2} |\psi_I(x)|^2 dx = 1 \tag{2.2}
\]
and, using the mass conservation, the wave function \( \psi(t,x) \in \mathbb{C}^2 \) satisfies
\[
\int_{\mathbb{R}^2} |\psi(t,x)|^2 dx = 1, \tag{2.3}
\]
where \( t, x = (x_1,x_2) \) are the time and space variables respectively. We consider the system (2.1) in the semiclassical regime. For this purpose, we rewrite the equations such that there remains only one dimensionless parameter \( h \). Proceeding as in [36], we change the variables to dimensionless variables as follows
\[
t \to t / T_0, \quad x \to x / L \tag{2.4}
\]
and define
\[
u_I(x) = L \psi_I(Lx), \quad \nu(t,x) = L \psi(T_0 t, Lx), \tag{2.5}
\]
where \( L \) is a reference length and \( T_0 = L / v_F \). We remark that \( \nu_I(x) \) and \( \nu(t,x) \) are chosen such that the change of variable preserves the normalization (2.2) and (2.3). Plugging (2.5) into (2.1), and dividing by the reference energy \( m v_F^2 \) where \( m \) is the effective mass of the electron, one gets the dimensionless graphene Dirac equation:
\[
\begin{cases}
h \partial_t u = \left[ -i h \sigma_1 \partial_{x_1} - i h \sigma_2 \partial_{x_2} + U \right] u, & t \in \mathbb{R}, \ x \in \mathbb{R}^2, \\
u(0,x) = \nu_I(x), & x \in \mathbb{R}^2,
\end{cases} \tag{2.6}
\]
where
\[
h = \frac{\hbar}{mv_F L} \tag{2.7}
\]
is a small dimensionless parameter and \( U(x) \) is the dimensionless potential defined by
\[
U(x) = \frac{q}{mv_F^2} V(Lx).
\]
We will consider the solution of (2.6) in the limit \( h \to 0 \).

Non-adiabatic transfer happens at the Dirac points which are the crossing points of the eigenvalues of the symbol related to (2.6). To be more precise, we consider the complex \( 2 \times 2 \)-matrix-valued symbol:
\[
P_0(x,\zeta) = B(\zeta) + U(x) I, \quad (x,\zeta) \in \mathbb{R}^2 \times \mathbb{R}_\zeta^2, \tag{2.8}
\]
where $I$ is the $2 \times 2$ identity matrix, $B(\xi)$ is given by

$$B(\xi) = \xi_1 \sigma_1 + \xi_2 \sigma_2 = \begin{pmatrix} 0 & \xi_1 - i\xi_2 \\ \xi_1 + i\xi_2 & 0 \end{pmatrix}, \quad \xi \in \mathbb{R}^2,$$

and $U \in C^\infty(\mathbb{R}^2, \mathbb{R})$ is such that $\forall \beta \in \mathbb{N}^2$ there is a constant $C_\beta > 0$ verifying:

$$\left| \partial_\xi^\beta U(x) \right| \leq C_\beta, \quad \forall x \in \mathbb{R}^2.$$

An easy computation shows that the matrix $B(\xi)$ has eigenvalues $\pm |\xi|$ with corresponding orthonormal set of eigenvectors given by

$$\chi_{\pm}(\xi) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1, \pm \frac{\xi_1 + i\xi_2}{|\xi|} \end{pmatrix}^T. \quad (2.9)$$

We remark that $P_0$ is a $2 \times 2$ matrix with coefficients in $S^1(\mathbb{R}^2 \times \mathbb{R}^2)$, where $S^1(\mathbb{R}^2 \times \mathbb{R}^2)$ is the set of all $p \in C^\infty(\mathbb{R}^2 \times \mathbb{R}^2)$ such that $\forall \beta, \gamma \in \mathbb{N}^2$ there is a constant $C_{\beta, \gamma} > 0$ verifying:

$$\left| \partial_\xi^\beta \partial_\xi^\gamma p(x, \xi) \right| \leq C_{\beta, \gamma} (1 + |\xi|)^{1-|\gamma|}, \quad \forall (x, \xi) \in \mathbb{R}^2 \times \mathbb{R}^2$$

(see [17] for more details about this definition). Moreover, the Dirac equation (2.6) can be rewritten as:

$$\begin{cases} i\hbar \partial_t u^h = P_0(x, \hbar D) u^h, & t \in \mathbb{R}, \\ u^h(0) = u_0^h, \end{cases} \quad (2.10)$$

where $P_0(x, \hbar D)$ is the Weyl operator defined for $u \in C^\infty_0(\mathbb{R}^2)^2$ by the integral:

$$P_0(x, \hbar D) u(x) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} P_0 \left( \frac{x+y}{2}, \hbar \xi \right) u(y) e^{i(x-y) \cdot \xi} d\xi dy, \quad (2.11)$$

and $D = -i \partial_x$. The operator $P_0(x, \hbar D)$ is essentially self-adjoint on the Hilbert space $\mathcal{H} = L^2(\mathbb{R}^2)^2$ and the domain of its self-adjoint extension is $H^1(\mathbb{R}^2)^2$. Therefore $-\frac{i}{\hbar} P_0(x, \hbar D)$ generates a strongly continuous group of unitary operators solution to (2.10).

The eigenvalues $\lambda_{\pm}(x, \xi) = U(x) \pm |\xi|$ of the symbol $P_0(x, \xi)$ satisfy $\lambda_{+}(x, \xi) = \lambda_{-}(x, \xi)$ at the crossing set $\{ \xi = 0 \} \subset \mathbb{R}^2 \times \mathbb{R}^2$. The semiclassical limit away from the crossing set was performed in [13] for systems of the form (2.10) with more general symbols and initial data $u_0^h$ subject to additional conditions. In [13], the authors show that the semiclassical limit for the different bands can be treated separately where, for each band, the related eigenvalue plays the role of a scalar classical Hamiltonian.

### 2.1 Adiabatic semiclassical limit

We recall now some basic notions of the Wigner analysis involved in the semiclassical limit. For $u, v \in L^2(\mathbb{R}^2)$, the Wigner transform is defined by:

$$w^h(u, v)(x, \xi) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} u \left( x - h \frac{y}{2} \right) \overline{v} \left( x + h \frac{y}{2} \right) e^{i\xi \cdot y} dy$$
and for $u \in \mathcal{H}$, the $2 \times 2$ Wigner matrix is defined by:

$$W^h[u] = \left( w^h(u_i, u_j) \right)_{1 \leq i, j \leq 2}.$$  

We denote by $w^h[u] = \text{tr}W^h[u]$ the scalar Wigner transform of $u$. For any bounded sequence $f^h$ in $\mathcal{H}$, there is a subsequence of $W^h[f^h]$ which converges in $S'$. Such a limit $W^0$ is called a Wigner measure associated to $f^h$. If $f^h$ admits only one Wigner measure, we shall denote it by $W^0[f^h]$ and set $w^0[f^h] = \text{tr}W^0[f^h]$.

Another important object is the classical flow $\phi^\pm_t(x, \xi) = (x^\pm(t), \xi^\pm(t))$ corresponding to the eigenvalues $\lambda_\pm$, i.e. the solution to:

$$\begin{cases}
\frac{dx^\pm(t)}{dt} = \pm \frac{\xi^\pm(t)}{|\xi^\pm(t)|}, & x^\pm(0) = x, \\
\frac{d\xi^\pm(t)}{dt} = -\partial_x I(x^\pm(t)), & \xi^\pm(0) = \xi,
\end{cases} \quad (2.12)$$

where $(x, \xi) \in \mathbb{R}^2 \times \mathbb{R}^2_c$. Indeed, the decoupled semiclassical limit is valid on a set of the phase space which is stable under the flow $\phi^\pm_t$ and where no band crossing occurs. More precisely, if there exists an open subset $\Omega \subset \mathbb{R}^2 \times \mathbb{R}^2_c$ such that:

$$\Omega \cap \{\xi = 0\} = \emptyset \quad \text{and} \quad \phi^\pm_t(\Omega) \subset \Omega, \quad \forall t \in \mathbb{R}$$

and if the initial condition $u^h_j$ in (2.10) has a Wigner measure $W^0_j$ such that $w^0_j = \text{tr}W^0_j$ satisfies

$$w^0_j|_{\Omega^c} = 0,$$

then using the results in [13], it holds that $w^h[u^h]$, the scalar Wigner transform of the solution $u^h$ to (2.10), converges to

$$w^0(t, x, \xi) = w^0_0(t, x, \xi) + w^0_1(t, x, \xi), \quad (2.13)$$

where $w^0_0(t, \cdot, \cdot)$ is the scalar positive measure on $\mathbb{R}^2 \times \mathbb{R}^2_c$ solving the classical Liouville equations:

$$\begin{cases}
\partial_t w_0^0 + \frac{\xi}{|\xi|} \partial_\xi w_0^0 - \partial_x I \partial_x w_0^0 = 0, & \mathbb{R}t \times \Omega, \\
\partial_\xi w_0^0(0, \cdot, \cdot) = \text{tr} (\Pi_\pm W^0_0), & \Omega, \\
w_0^0(t, \Omega^c) = 0, & t \in \mathbb{R}.
\end{cases} \quad (2.14)$$

For all $(x, \xi) \in \Omega$, $\Pi_\pm(\xi)$ in (2.14) denotes the projection on the eigenspace related to the eigenvalue $\lambda_\pm(x, \xi)$. Using formula (2.9), it can be expressed explicitly as follows:

$$\Pi_\pm(\xi) = \frac{1}{2} \left( I \pm \frac{1}{|\xi|} B(\xi) \right). \quad (2.15)$$

Moreover, the density $n^h(t, x) = |u^h(t, x)|^2$ converges to

$$n^0(t, x) = \int_{\mathbb{R}^2} w^0(t, x, \xi) d\xi.$$  

It follows that for initial data $u^h_0$ such that the bands are separated initially, i.e. the support of $w^0_1$ does not intersect with the crossing set $\{\xi = 0\}$, the measure $w^0_0$ is described by $w^0_1$ if the support of $w^0_1$ is stable under the characteristics solution to (2.12) (in that case, the characteristics starting from the support of $w^0_1$ do not reach $\{\xi = 0\}$).
2.2 Some case studies

2.2.1 Case \( U = 0 \)

In the case of the trivial potential, the solutions to (2.12) are given by:

\[
(x^\pm(t), \xi^\pm(t)) = \left( x \pm \frac{\xi}{|\xi|} t, \xi \right)
\]  

(2.16)

for \( \xi \neq 0 \) and we can take \( \mathbb{Q} = \mathbb{R}^2 \times \mathbb{R}^2 \setminus \{ \xi = 0 \} \). Then the system (2.14) writes:

\[
\begin{align*}
\partial_t w_{i,\pm}^0 &\pm \frac{\xi}{|\xi|} \partial_x w_{i,\pm}^0 = 0, & IR_1 \times \{ \xi \neq 0 \}, \\
w_{i,\pm}^0(0,\cdot,\cdot) &= w_{i,\pm}^0, & \{ \xi \neq 0 \}, \\
w_{i,\pm}^0(t,x,0) &= 0, & t \in IR, x \in IR^2,
\end{align*}
\]  

(2.17)

where

\[
w_{i,\pm}^0 = \text{tr} (\Pi_{i} W_0^l), & \text{ } \xi \neq 0.
\]

Using (2.16) in (2.17), we get that:

\[
w_{i,\pm}(t,x,\xi) = w_{i,\pm}^0 \left( x \mp \frac{\xi}{|\xi|} t, \xi \right), & \xi \neq 0.
\]

Therefore, the density \( n^h(t,x) = |u^h(t,x)|^2 \) converges to

\[
n^0(t,x) = \int_{IR^2} w_{i,-}^0 \left( x + \frac{\xi}{|\xi|} t, \xi \right) d\xi + \int_{IR^2} w_{i,+}^0 \left( x - \frac{\xi}{|\xi|} t, \xi \right) d\xi.
\]

In the present case, if the support of the initial scalar Wigner measure \( w_0^l \) does not contain the point \( \{ \xi = 0 \} \), then no hopping occurs: the bands do not communicate and at any time the measure \( w_0^l \) is described by the separate evolution of the level characteristics.

2.2.2 Case \( U = \alpha x_1, \alpha \in IR \setminus \{ 0 \} \)

In that case, the solutions to (2.12) are such that:

\[
\xi^\pm(t) = \xi - (\alpha t,0)
\]  

(2.18)

and we can take \( \mathbb{Q} = \mathbb{R}^2 \times \mathbb{R}^2_\xi \setminus \{ \xi_2 = 0 \} \). Then, system (2.14) becomes:

\[
\begin{align*}
\partial_t w_{i,\pm}^0 &\pm \frac{\xi}{|\xi|} \partial_x w_{i,\pm}^0 - \alpha \partial_{\xi_1} w_{i,\pm}^0 = 0, & IR_1 \times \{ \xi_2 \neq 0 \}, \\
w_{i,\pm}^0(0,\cdot,\cdot) &= \text{tr} (\Pi_{i} W_0^l), & \{ \xi_2 \neq 0 \}, \\
w_{i,\pm}^0(t,x,0) &= 0, & t \in IR, x \in IR^2, \xi_1 \in IR.
\end{align*}
\]  

(2.19)

Unlike in Section 2.2.1, non-adiabatic transfer may occur. Indeed, if the support of \( w_{i}^0 \) does not intersect with the crossing set \( \{ \xi = 0 \} \) but contains points of the form \( (x,\xi) \) where \( \xi_1 = (\xi_1,0) \) and \( \xi_1 \neq 0 \), then the characteristic curve \( \xi^\pm(t) \), given by (2.18), starting
from \((\xi_1,0)\), will reach the crossing set at the time \(t = \frac{\xi_1}{\alpha}\) and a band-to-band transition will take place.

In these conditions, the system (2.19) does not describe correctly the asymptotics \(\hbar \rightarrow 0\) of the Wigner matrix \(W^h[u^h]\).

The goal of this paper is to develop efficient semiclassical methods to compute the non-adiabatic transition between different bands. To quantify the transition rates, we propose in Section 3 a Landau-Zener formula which can be justified theoretically by using the results in [10]. Indeed, in [10] the following symbol was considered:

\[
P_1(x,\xi) = A(\xi) + U(x)I, \quad (x,\xi) \in \mathbb{R}_x^2 \times \mathbb{R}_\xi^2,
\]

(2.20)

where \(I\) is the 2×2 identity matrix and

\[
A(\xi) = \begin{pmatrix} \xi_1 & \xi_2 \\ \xi_2 & -\xi_1 \end{pmatrix}.
\]

(2.21)

Using the unitary equivalence

\[
B(\xi) = R^* A(\xi) R,
\]

(2.22)

where

\[
R = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix},
\]

(2.23)

it follows that the two symbols have the same eigenvalues and \(P_0\) can be reduced to \(P_1\) after conjugation with the matrix \(R\) in the treatment of band crossing.

**Remark 2.1.** The functions \(w_0^\pm(t,x,\xi)\) in (2.13) are the diagonal terms of the Wigner measure \(W^0(t,x,\xi) := W^0[u^h(t)](x,\xi)\). Indeed, it was shown in [13] that \(w_0^\pm\) is given by

\[
w_0^\pm = \text{tr} (\Pi_\pm W^0) 1_\Omega
\]

(2.24)

and that \(W^0\) is diagonal in the sense that \(W^0 = \Pi_+ W^0 \Pi_+ + \Pi_- W^0 \Pi_-\) on \(\mathbb{R}_t \times \Omega\). Moreover, an easy computation leads to:

\[
\Pi_\pm W^0 \Pi_\pm = \text{tr} (\Pi_\pm W^0) \Pi_\pm = w_0^\pm \Pi_\pm \quad \text{on} \quad \mathbb{R}_t \times \Omega.
\]

(2.25)

### 3 The Landau-Zener transition

In this section we will study the Landau-Zener transition for the Hamiltonian \(P_0(x,hD)\).

#### 3.1 Classical flow around the crossing set

As remarked in Section 2, non-adiabatic transfer happens only when the characteristics reach the crossing set \(\{\xi = 0\}\). Proposition 3.1 below says that such characteristics will exist as soon as the potential has points \(x \in \mathbb{R}_x^2\) such that \(\partial_x U(x) \neq 0\). We refer to [10] for the proof.
Proposition 3.1. Consider \( x \in \mathbb{R}^2 \) such that \( \partial_x U(x) \neq 0 \), then there exist two unique curves \( s \mapsto (x^\pm(s), \xi^\pm(s)) \) which are continuous in \( s \) in a neighborhood of 0 and \( C^1 \) for \( s \neq 0 \) and such that:

\[
\begin{align*}
\frac{d}{ds} x^\pm(s) &= \pm \frac{x^\pm(s)}{|x^\pm(s)|}, \quad x^\pm(0) = x, \\
\frac{d}{ds} \xi^\pm(s) &= -\partial_x U(x^\pm(s)), \quad \xi^\pm(0) = 0.
\end{align*}
\] (3.1)

To illustrate the fact that a spectral transfer for the symbol \( P_0 \) happens at the crossing set, we will come back momentarily to the potential \( U = \alpha x_1 \) introduced in Section 2.2.2. For such a potential, problem (3.1) writes:

\[
\begin{align*}
\frac{d}{ds} x^\pm(s) &= \pm \frac{\xi^\pm(s)}{|\xi^\pm(s)|}, \quad x^\pm(0) = x, \\
\frac{d}{ds} \xi^\pm(s) &= -\alpha \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \xi^\pm(0) = 0,
\end{align*}
\]

and \( \forall x \in \mathbb{R}^2 \), its unique solution is given by:

\[
x^\pm(s) = x \pm \text{sgn}(\alpha) \begin{pmatrix} |s| \\ 0 \end{pmatrix}, \quad \xi^\pm(s) = -\alpha \begin{pmatrix} s \\ 0 \end{pmatrix}.
\]

Plugging this solution in the projectors defined in (2.15), we get for \( s < 0 \):

\[
\Pi_+(\xi^\pm(s)) = \frac{1}{2} \begin{pmatrix} 1 & \text{sgn}(\alpha) \\ \text{sgn}(\alpha) & 1 \end{pmatrix}, \quad \Pi_-(\xi^\pm(s)) = \frac{1}{2} \begin{pmatrix} 1 & -\text{sgn}(\alpha) \\ -\text{sgn}(\alpha) & 1 \end{pmatrix}
\]

and for \( s > 0 \):

\[
\Pi_+(\xi^\pm(s)) = \frac{1}{2} \begin{pmatrix} 1 & -\text{sgn}(\alpha) \\ -\text{sgn}(\alpha) & 1 \end{pmatrix}, \quad \Pi_-(\xi^\pm(s)) = \frac{1}{2} \begin{pmatrix} 1 & \text{sgn}(\alpha) \\ \text{sgn}(\alpha) & 1 \end{pmatrix}.
\]

It is easy to see that the projectors \( \Pi_+(\xi^\pm(s)) \) and \( \Pi_-(\xi^\pm(s)) \) interchange one with the other when the characteristics pass through the crossing set \( \{ \xi = 0 \} \).

3.2 A heuristic derivation of the Landau-Zener formula

In this section, we give a heuristic argument, similar to the one in [24] and [25], to derive the Landau-Zener formula for the Hamiltonian \( P_0(x, \hbar D) \).

In general, the region for non-adiabatic transfer is not restricted to the crossing set \( \{ \xi = 0 \} \), since quantum transition occurs as long as the two energy levels are sufficiently close, in the case of avoided crossing [15]. As in [24] and [25], we define this region to contain the points where the distance between the eigenvalues \( \lambda_\pm(x, \xi) \) of \( P_0(x, \xi) \) is minimal. In our case \( |\lambda_+(x, \xi) - \lambda_-(x, \xi)| = 2|\xi| \) and, when considered along the characteristics solution to (2.12), the necessary condition for minimal gap is:

\[
(|\xi(s)|)^2 = 0 \iff \xi(s), \partial_x U(x(s)) = 0
\]
and the hopping surface is chosen as the set:

\[ S = \{(x, \xi) \in \mathbb{R}^4; \xi \cdot \partial_x U(x) = 0\}. \tag{3.2} \]

The heuristics follows by inserting the characteristics in the trace-free part of the symbol to obtain the system of ordinary differential equations:

\[ i\hbar \psi'(s) = B(\xi(s)) \psi(s). \]

After conjugation with the matrix \( R \) defined in (2.23) and using equation (2.22), one arrives at the following new system:

\[ i\hbar \psi'(s) = A(\xi(s)) \psi(s). \]

Assume the particles defined by the trajectory ((2.12)) are near a point \((x^*, \xi^*) \in S\) (due to translation invariance we assume particles are at \((x^*, \xi^*)\) initially), then the Taylor expansion gives:

\[ x(s) = x^* \pm \frac{\xi^*}{|\xi^*|} s + \mathcal{O}(s^2), \]
\[ \xi(s) = \xi^* - \partial_x U(x^*) s + \mathcal{O}(s^2). \]

Ignoring the \( \mathcal{O}(s^2) \) terms, the system becomes:

\[ i\hbar \psi'(s) = \begin{pmatrix} \xi_1^* - \partial_{x_1} U(x^*) s & \xi_2^* - \partial_{x_2} U(x^*) s \\ \xi_2^* - \partial_{x_2} U(x^*) s & -\xi_1^* + \partial_{x_1} U(x^*) s \end{pmatrix} \psi(s). \]

After conjugation with the rotation matrix:

\[ \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}, \]

where \( \theta \) is the angle such that

\[ \langle \cos 2\theta, \sin 2\theta \rangle = \frac{\partial_x U(x^*)}{|\partial_x U(x^*)|^2}, \]

we get:

\[ i\hbar \frac{1}{|\partial_x U(x^*)|} \psi'(s) = \begin{pmatrix} -s & \frac{\xi^* \cdot \partial_x U(x^*)}{|\partial_x U(x^*)|^2} \\ \frac{\xi^* \cdot \partial_x U(x^*)}{|\partial_x U(x^*)|^2} & s \end{pmatrix} \psi(s), \]

where \( \xi \wedge \zeta = \xi_2 \zeta_1 - \xi_1 \zeta_2 \) for \( \xi, \zeta \in \mathbb{R}^2 \). After conjugation with the matrix

\[ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \]
it follows:

\[ i \frac{h}{|\partial_x U(x^*)|} \psi'(s) = \left( \frac{s}{\xi^* \wedge \partial_x U(x^*)} \frac{\xi^* \wedge \partial_x U(x^*)}{|\partial_x U(x^*)|^2} - s \right) \psi(s). \]

If we set \( \varepsilon = h |\partial_x U(x^*)| \) and \( \eta = \xi^* \wedge \partial_x U(x^*) \), the system becomes:

\[ i \varepsilon \psi'(s) = \left( \begin{array}{cc} s & \eta \\ \eta & -s \end{array} \right) \psi(s), \]

which is the well known Landau-Zener problem (see [40]) for which the transition probability is:

\[ T = e^{-\frac{\pi \eta^2}{h}}. \]

This allows us to propose the following non-adiabatic transition rate at the point \((x^*, \xi^*)\):

\[ T(x^*, \xi^*) = e^{-\frac{\pi (\xi^* \wedge \partial_x U(x^*))^2}{|\partial_x U(x^*)|^2}}. \] (3.3)

### 3.3 About the rigorous justification of the Landau-Zener formula

As already noticed in Section 2, the symbol \( P_0 \) involved in the Dirac equation (2.10) satisfies the identity

\[ P_1(x, \xi) = RP_0(x, \xi)R^*, \]

where \( P_1 \) and \( R \) are given respectively by (2.20) and (2.23). Therefore, if \( u^h \) denotes the solution to (2.10), the function \( v^h = R u^h \) satisfies the equation:

\[ i h \partial_t v^h = P_1(x, hD) v^h, \] (3.4)

where \( P_1(x, hD) \) is defined as in (2.11). The Landau-Zener formula was obtained rigorously in [10] for the two-scale Wigner measure \( \tilde{\nu} \) of the function \( v^h \) (see [10], [25] for the definition of two-scale Wigner measures). This result is shown under precise assumptions, gathered in Assumption 1.2 of [11], on the initial data \( v^h|_{t=0} \), its Wigner transform and the potential \( U(x) \). It provides a rigorous proof of our Landau-Zener formula. Indeed, if \( \nu_I \) denotes the two-scale Wigner measure of \( u^h \), it follows that the two-scale Wigner measure of \( v^h \) is \( \tilde{\nu} = R \nu_I R^* \). Then, the Landau-Zener formula for \( \nu_I \) can be deduced from the Landau-Zener formula for \( \tilde{\nu} \).

**Remark 3.1.** The Landau-Zener formula obtained in [10] writes

\[ T = e^{-\frac{\pi \eta^2}{h}}, \]

where

\[ \eta = \delta \xi \wedge \frac{\partial_x U}{|\partial_x U|}. \]

When the direction \( \delta \xi \) is equal to \( \frac{\xi}{\sqrt{h}} \), this corresponds to the Landau-Zener formula (3.3) that we obtained heuristically in Section 3.2.
4 A surface hopping algorithm

We give here a semiclassical Lagrangian algorithm for the evolution of the diagonal terms of the Wigner matrix $W^h(t,x,\xi)$ of the solution $u^h(t)$ to (2.10). The algorithm is adopted from the method proposed in [24] for time-dependent two-level Schrödinger systems with conically intersecting eigenvalues.

Define the level populations:

$$P^h_\pm(t) = ||\Pi^\pm(hD)u^h(t)||^2_{L^2},$$  \hspace{1cm} (4.1)

where for $u \in \mathcal{H}$, $\Pi^\pm(hD)u$ is the function defined via its Fourier transform $\Pi^\pm(h\xi)\hat{u}(\xi)$ and $\hat{u} = \mathcal{F}u$ is given by:

$$\mathcal{F}u(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}^2} u(x)e^{-ix\cdot\xi}dx$$

(it is clear from (2.15) that $\Pi^\pm(hD)u = \Pi^\pm(D)u$). With similar computations as in [24], we obtain:

$$P^h_\pm(t) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} w^h_\pm(t,x,\xi)dxd\xi,$$  \hspace{1cm} (4.2)

where

$$w^h_\pm(t,x,\xi) = \text{tr} \left( \Pi^\pm(\xi)W^h(t,x,\xi) \right).$$  \hspace{1cm} (4.3)

As it appears from the following equation

$$\Pi^\pm W^h \Pi^\pm = w^h_\pm \Pi^\pm,$$

which is obtained in a similar way as (2.25), $w^h_\pm$ are the diagonal terms of the Wigner matrix $W^h$. Up to a small remainder, the function $w^h_\pm$ can be written in terms of the scalar Wigner transform of the level projections of the solution $u^h(t)$. Indeed, using Lemma 2.3 in [13], it holds for all $t \in \mathbb{R}$:

$$w^h_\pm(t) = \mathcal{W}^h \left[ u^h_\pm(t) \right] + o(1)$$  \hspace{1cm} (4.4)

in $\mathcal{D}' \left( \mathbb{R}^2_+ \times (\mathbb{R}^2_+ \setminus \{\xi = 0\}) \right)$ when $h \to 0$, where $u^h_\pm(t)$ is the function with Fourier transform given by

$$\hat{u}^h_\pm(t,\xi) = \Pi^\pm(h\xi)\hat{u}(t,\xi)\mathbb{1}_{\xi \neq 0},$$

and $\hat{u}(t)$ is the Fourier transform of $u^h(t)$. Comparing the relations (4.3) and (2.24), it follows that, in the situation of Section 2 without band-crossing, the partial differential equation in (2.14) satisfied by $w^h_\pm$ can be used to approximate the time evolution of $w^h_\pm$.

In the case of band crossing, the idea is to use (2.14) for the time evolution of $w^h_\pm$ as long as the classical trajectories solution to (2.12) are away from the hopping surface $S$ defined by (3.2). When a trajectory reaches a point $(x^*,\xi^*) \in S$ a non-adiabatic transfer of weight occurs between $w^h_\pm$ and $w^h_\pm$ with transition probability $T(x^*,\xi^*)$ given by (3.3).
The algorithm

1. Initial sampling: in this step, an appropriate sampling of the function \( w_{i,\pm} \) defined in (4.8) is chosen. Specifically, a set of sampling points
   \[
   \{(x_k, \xi_k, j_k) \in IR_2^2 \times IR_2^2 \times \{-,+\}; k = 1, \ldots, N\}
   \]
   are chosen with associated weights \( w_k \in IR \) given by:
   \[
   w_k = w_{i,h}(x_k, \xi_k).
   \]

2. Hopping transport: away from the set \( S \), each particle \((x_k, \xi_k, j_k)\) is transported by the associated classical flow \( \phi_{j_k}^t \) solution to (2.12). In other words, for \( t \geq 0 \) small enough:
   \[
   (x_k(t), \xi_k(t)) = \phi_{j_k}^t (x_k(0), \xi_k(0)), \quad w_k(t) = w_k(0).
   \]
   If there exists \( t^* > 0 \) such that \((x_k(t^*), \xi_k(t^*)) = (x_{k*}, \xi_{k*}) \in S\), the weight is reduced using the transition rate
   \[
   T^* = T(x_{k*}, \xi_{k*}),
   \]
   where \( T(x, \xi) \) is given by (3.3). Moreover, in order to describe completely the non-adiabatic transfer, a new particle with index \( l > N \) is created. Specifically, for \( t > t^* \)
   \[
   (x_k(t), \xi_k(t)) = \phi_{j_l}^{t-t^*} (x_{k*}, \xi_{k*}), \quad j_l = -j_k, \quad w_l(t) = T^* w_k(t^*).
   \]

3. Final reconstruction: at the final time \( t_f > 0 \), there are \( M \geq N \) points
   \[
   \{(x_k, \xi_k, j_k) \in IR_2^2 \times IR_2^2 \times \{-,+\}; k = 1, \ldots, M\}
   \]
   with associated weights \( w_k \) which are approximations to \( w_{i,h}(t_f, x_k, \xi_k) \). Then, using Eq. (4.2), the surface hopping approximations \( P_{sh,\pm}^h(t_f) \) of the level populations \( P_{\pm}^h(t_f) \) are given by:
   \[
   P_{sh,\pm}^h(t_f) = \sum_{k=1}^{M} w_k \delta_{j_k}^\pm \omega_k,
   \]
   where \( \delta_{ij}^j \) is the Kronecker symbol related to \( i \) and \( j \), and \( \omega_k \) is an appropriate quadrature weight.
Remark 4.1. We note that this surface hopping algorithm is subject to some restrictions. First only the dynamics of the diagonal components of the Wigner matrix away from the crossing set are well approximated. Second, there are possible interferences which are not captured if no particular treatment is performed. Indeed, if $w_h^+(t,x,\xi)$ and $w_h^-(t,x,\xi)$ arrive at the same time at some point $(x,\xi)$ close to the crossing set then a transfer of weight using only the Landau-Zener formula (3.3) might give an incorrect approximation of the dynamics. To avoid these interferences, we make the assumption that the initial data $u^I_h$ in (2.10) satisfies

$$\Pi_-(h\xi) \hat{u}^I_h(\xi) = 0,$$

where $\hat{u}^I_h$ is the Fourier transform of $u^I_h$. Then, it follows from (4.4) that the diagonal terms of the initial Wigner matrix

$$w^h_{I,\pm}(x,\xi) = \text{tr} \left( \Pi_{\pm}(\xi) W^h \left[ u^I_h \right] (x,\xi) \right)$$

satisfy in $D'(\mathbb{R}^2_x \times (\mathbb{R}^2_\xi \setminus \{\xi = 0\}))$

$$w^h_{I,+} = w^h \left[ u^I_h \right] + o(1), \quad w^h_{I,-} = o(1)$$

when $h \to 0$. Therefore, for the potential $U(x) = ax_1$ given in Section 2.2.2, the condition (4.7) insures that no interferences occur. Indeed, if $w^h_+ (t,x,\xi)$ reaches the crossing set $\{\xi = 0\}$ at some time $t^* > 0$, the particle corresponding to $w^h_-(t,x,\xi)$ immediately moves away as it appears from the equation

$$\xi^\pm(t) = -a(t-t^*,0)$$

for the momentum part of the characteristics solution to (2.12). Similarly, in the case where the potential has no stationary points, i.e. $\partial_x U(x) \neq 0, \forall x \in \mathbb{R}^2$, Eq. (4.10) is replaced by

$$\xi^\pm(t) = -\int_{t^*}^t \partial_s U(\chi^\pm(s)) \, ds,$$

and the condition (4.7) insures that no interferences occur as long as $|t-t^*|$ is small enough.

Remark 4.2. To deal with this interference, a possible solution might be to use a hybrid method for the Dirac equation (2.10). Such a method was introduced in [22] for the Schrödinger equation and mixes a Gaussian beam method or a Liouville equation in the region where no-interferences occur and a complete quantum solver in the region where the phase information of the wave function is required. In our case, the second region corresponds to the hopping region. Since the region which involves the quantum solver can be chosen very small, a hybrid method allows an adapted treatment of the interferences without increasing dramatically the numerical cost even if the semiclassical parameter...
tends to 0. In addition, the resulting algorithm is supposed to work regardless of the conditions in Remark 4.1 on the potential and the initial data. Another possible solution is to keep the off-diagonal entries, which contain information about the non-adiabatic transition in the Wigner transform, and then derive the semiclassical models for the entire Wigner matrix, see [6,30]. In the next section, we study such a model.

5 Transition rate of an asymptotic model derived in [30]

As it was mentioned, the surface hopping method breaks down where there are interferences. A possible remedy for this is to derive improved models using the Wigner transform for the entire Wigner matrix, in which the off-diagonal entries contain non-adiabatic transition information [6,30]. In this section, we study such a model obtained in [30], and compare the Landau-Zener transition rate of this model with the one we derived in Section 3. To serve our purpose we will only consider the model for the potential studied in Section 2.2.2, \( U = \alpha x_1, \alpha \in \mathbb{IR} \backslash \{0\} \), for which the Wigner matrix does not depend on the variable \( x_2 \). It was shown in [30] how this asymptotic model can describe non-adiabatic transfer as a quantum correction of the decoupled system (2.19).

When the Wigner matrix does not depend on the variable \( x_2 \), the system (2.19) reads

\[
\begin{align*}
\frac{\partial}{\partial t} w^0_\pm \pm \xi_1 |_\pm \frac{\partial}{\partial x_1} w^0_\pm - \alpha \partial_{\xi_1} w^0_\pm &= 0, \quad \mathbb{IR}_t \times \{ \xi_2 \neq 0 \}, \\
w^0_\pm (0, \cdot, \cdot) = \text{tr} (W^0_\pm I_{\xi_2}), \quad \{ \xi_2 \neq 0 \}; \quad w^0_\pm (t, x, (\xi_1, 0)) &= 0, \quad t \in \mathbb{IR}, x \in \mathbb{IR}^2, \xi_1 \in \mathbb{IR}.
\end{align*}
\]

(5.1)

By taking into account the scaling (2.4)(2.5), the asymptotic model in [30] is the following correction of (5.1):

\[
\begin{align*}
\frac{\partial}{\partial t} w_\pm &\pm \xi_1 |_\pm \frac{\partial}{\partial x_1} w_\pm - \alpha \partial_{\xi_1} w_\pm = \mp \alpha |_\pm \frac{\partial_{\xi_1} w_\mp}{|_\pm \xi_1}, \quad \mathbb{IR}_t \times \{ \xi_2 \neq 0 \}, \\
\frac{\partial}{\partial t} w_i - i \Lambda (\xi) w_i - \alpha \partial_{\xi_1} w_i &= - \frac{i\alpha}{2} \frac{\xi_1 + i \xi_2}{|_\pm \xi_1} (w_+ - w_-),
\end{align*}
\]

(5.2)

where

\[
\Lambda (\xi) = - \frac{2|_\xi|}{h} - \frac{\alpha \xi_2}{|_\xi|^2}.
\]

In the limit \( h \to 0 \), the function \( w_i(t, x, \xi) \) approximates the off-diagonal terms of the Wigner matrix of the solution \( u^h \) to (2.10). As it appears from the last equation in (5.2), the function \( w_i \) depends on \( w_+ \) and \( w_- \). As a consequence, \( w_i \) provides a coupling term at the r.h.s. of the first two equations in (5.2).

Using the method of characteristics, \( w_i \) can be expressed as an explicit function of the difference \( w_+ - w_- \). Inserting this solution in the first two equations in (5.2), the following approximate equations for \( w_i \), in the limit \( h \to 0 \), are obtained in [30]:

\[
\begin{align*}
\frac{\partial}{\partial t} w_\pm &\pm \frac{\xi_1}{|_\pm \xi_1} \frac{\partial}{\partial x_1} w_\pm - \alpha \partial_{\xi_1} w_\pm = \mp \tau (\xi) (w_+ - w_-), \quad \mathbb{IR}_t \times \mathbb{IR}_x \times IR_{\xi_1},
\end{align*}
\]

(5.3)
Lemma 5.1. The function $\xi \mapsto \tau(\xi_1, \xi_2)$ tends in $C^2(I\times R)$ to $|\alpha|\beta\delta_{\xi_1} = 0$ when $\xi_2 \to 0$, where

$$\beta = \frac{\pi^2}{4}.$$  \hfill (5.5)

In the case $\alpha > 0$, we show below that non-adiabatic transfer is possible using the model (5.3) and give the corresponding transmission matrix at the interface. Define $\omega_\pm$ as the set:

$$\omega_\pm = (R_1 \times R_{x_1} \times R_{\xi_1}) \cap \{\pm \xi_1 > 0\}$$

and consider an initial condition in the upper band and localized at the right of the interface. In other words, the initial conditions for (5.3) are

$$w_\pm(0, \cdot, \cdot) = w_{I,\pm},$$

where $w_{l,-} = 0$ and $w_{l,+}$ is a function in $C^0(I\times R_{x_1} \times R_{\xi_1})$ which is independent of $\xi_2$ and has support in $\omega_+$. To perform the limit $\xi_2 \to 0$, the following assumptions are required on the solution to (5.3):

A1. For all $\xi_2 \neq 0$, $w_\pm \in C^2(I\times R_{x_1} \times R_{\xi_1}).$

A2. There is a constant $C$ which does not depend on $\xi_2$ such that:

$$|\partial_{x_1} w_\pm(t,x_1,\xi_1)| \leq C, \quad \forall (t,x_1,\xi_1) \in \omega_+ \cup \omega_-.$$

A3. There is a function $w_{0,\pm}$ which is continuous on $\omega_+$ and $\omega_-$ such that $w_\pm$ tends to $w_{0,\pm}$ when $\xi_2 \to 0$ uniformly on the compact subsets of $\omega_+$ and $\omega_-.$

A4. For all $t^* > 0$ and $x_1^* \in I\times R$, the limit

$$\lim_{(t,x_1,\xi_1) \to (t^*,x_1^*,0)} w_{0,\pm}(t,x_1,\xi_1) \quad \text{and} \quad \lim_{(t,x_1,\xi_1) \to (t^*,x_1^*,0)} w_{0,\pm}(t,x_1,\xi_1)$$

exists and is denoted $w_{l,\pm}(t^*,x_1^*)$ (resp. $w_{l,\pm}(t^*,x_1^*)$).
The characteristics related to (5.3) are the classical trajectories \( t(x,\xi) = (x(\xi(t)),\xi(\xi(t))) \) solution to:

\[
\begin{align*}
\frac{d}{dt} x_1^\pm(t) &= \pm \frac{\xi^\pm(t)}{\sqrt{\xi_1^\pm(t)^2 + \xi_2^\pm(t^2)}} \quad x_1^\pm(0) = x, \\
\frac{d}{ds} \xi_1^\pm(t) &= -\alpha, \quad \xi_1^\pm(0) = \xi.
\end{align*}
\]

Due to the localization of the support of the initial data \( w_{l+} \), only positive initial momenta \( \xi_i > 0 \) have to be considered in (5.6). Therefore, the classical trajectories will reach the interface \( \{ \xi_1 = 0 \} \) at the time \( t* = \frac{\xi_1}{2} \). Moreover, due to the condition \( w_{l-} = 0 \), the behavior at the interface is described by the characteristics corresponding to the upper band only. To be more precise, by differentiating the map \( s \mapsto w_\pm(s, x_1^\pm(s), \xi_1^\pm(s)) \), one gets by using (5.3):

\[
\frac{d}{ds} \begin{pmatrix} w_+(s, x_1^+(s), \xi_1^+(s)) \\ w_-(s, x_1^+(s), \xi_1^+(s)) \end{pmatrix} = -\tau(\xi^+(s)) M \begin{pmatrix} w_+(s, x_1^+(s), \xi_1^+(s)) \\ w_-(s, x_1^+(s), \xi_1^+(s)) \end{pmatrix} + F(s),
\]

where

\[
\xi^\pm(s) = (\xi_1^\pm(s), \xi_2), \quad M = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \quad \text{and} \quad F(s) = \frac{2\xi_1^+(s)}{\xi^+(s)} \begin{pmatrix} 0 \\ \partial_{x_1} w_-(s, x_1^+(s), \xi_1^+(s)) \end{pmatrix}.
\]

Applying the Duhamel formula to (5.7), it follows:

\[
\begin{pmatrix} w_+(t, x_1^+(t), \xi_1^+(t)) \\ w_-(t, x_1^+(t), \xi_1^+(t)) \end{pmatrix} = e^{-\int_0^t \tau(\xi^+(s)) ds} M \begin{pmatrix} w_{l+}(x_1, \xi_1) \\ w_{l-}(x_1, \xi_1) \end{pmatrix} + \int_0^t e^{-\int_0^\tau \tau(\xi^+(\mu)) d\mu} M F(s) ds.
\]

Using (5.4), a direct computation shows that there is a constant \( C \) which does not depend on \( \xi_2 \) such that:

\[
\forall s,t \in IR, \quad \left| \int_s^t \tau(\xi^+(\mu)) d\mu \right| \leq C.
\]

Moreover it holds:

\[
\lim_{\xi_2 \to 0} \int_0^t \tau(\xi^+(s)) ds = \begin{cases} 0 & \text{if } 0 < t < t^*, \\ \beta & \text{if } t > t^*. \end{cases}
\]

In addition, since the lower band is not occupied initially and most of the band-to-band transfer occurs at the time \( t^* \), it holds:

\[
\forall 0 < t < t^*, \quad \lim_{\xi_2 \to 0} \partial_{x_1} w_-(t, x_1^+(t), \xi_1^+(t)) = 0.
\]

In order to simplify the presentation, the proof of (5.11) is postponed until the end of the present discussion. Consider first the case \( t < t^* \) in (5.8). Using assumption A2 and Eqs. (5.9) and (5.11), the dominated convergence theorem can be applied to the second term at the r.h.s. of Eq. (5.8), which leads to:

\[
\lim_{\xi_2 \to 0} \int_0^t e^{-\int_0^\tau \tau(\xi^+(\mu)) d\mu} M F(s) ds = 0.
\]
where the transition probability \( T \) is defined in (5.5). The system (5.17) has the form of the solution of the well known Landau-Zener problem (see [40]). Since \( x_l \) and \( \xi_l > 0 \) are arbitrary, Eq. (5.17) is true for any \( t^* > 0 \) and \( x_l^* \in \mathbb{R} \).

We can now give the proof of (5.11). Differentiating (5.3) with respect to \( x_1 \) gives the following PDE for \( \partial_{x_1} w_- \):

\[
\partial_1 (\partial_{x_1} w_-) - \frac{\xi_1}{|\xi_1|} \partial_{x_1} (\partial_{x_1} w_-) - \alpha \partial_{\xi_1} (\partial_{x_1} w_-) = \tau (\xi) (\partial_{x_1} w_+ - (\partial_{x_1} w_-)).
\]  

(5.19)
Consider $q_1^-(\tilde{x}_I, \tilde{\zeta}_I) = (x_1^-(s), \tilde{\zeta}_1^-(s))$, the lower band classical trajectory solution to (5.6) with an initial condition $(\tilde{x}_I, \tilde{\zeta}_I)$ such that $q_1^-(\tilde{x}_I, \tilde{\zeta}_I) = q_1^+(x_I, \zeta_I)$. Then it holds
\[
\partial_{x_I} w_-(t, x_I^-(t), \tilde{\zeta}_I^-(t)) = \partial_{x_I} w_-(t, x_I^+(t), \zeta_I^+(t)),
\]
and it is enough to show that $\partial_{x_I} w_-(t, x_I^-(t), \tilde{\zeta}_I^-(t))$ tends to 0 when $\tilde{\zeta}_2$ tends to 0. Now, if one differentiates the map $s \mapsto \partial_{x_I} w_-(s, x_I^-(s), \tilde{\zeta}_I^-(s))$, one gets using (5.19):
\[
\frac{d}{ds} (\partial_{x_I} w_-(s, x_I^-(s), \tilde{\zeta}_I^-(s))) = \tau(\tilde{\zeta}^- (s)) \left( \partial_{x_I} w_+(s, x_I^-(s), \zeta_I^+ (s)) - \partial_{x_I} w_-(s, x_I^-(s), \tilde{\zeta}_I^-(s)) \right).
\]
By integrating the previous equation with the Duhamel formula, it follows:
\[
\partial_{x_I} w_-(t, x_I^-(t), \tilde{\zeta}_I^-(t)) = \int_0^t e^{-\int_0^t \tau(\xi^- (\mu)) d\mu} \tau(\tilde{\zeta}^- (s)) \partial_{x_I} w_+(s, x_I^-(s), \zeta_I^+ (s)) - \partial_{x_I} w_-(s, x_I^-(s), \tilde{\zeta}_I^-(s)) ds,
\]
where we have used that $w_{1-0} = 0$. Using assumption A2, together with Eqs. (5.9) and (5.10), we can conclude that $\forall 0 < t < t^*$, the integral at the r.h.s. of (5.20) tends to 0 when $\tilde{\zeta}_2 \to 0$.

**Remark 5.1.** Although the system (5.17) has the correct form, the formula (5.18) for the transition probability is different from the Landau-Zener transition probability (3.3) obtained in Section 3.2 and which writes for our particular potential:
\[
T = e^{-\frac{\hbar^2}{m^2} \tilde{\zeta}_2^2},
\]
(5.21)
It will be verified numerically in Section 6.4 that the band transmission corresponding to the effective model (5.3) is given by (5.18) whereas the band transmission corresponding to the model (5.2) is given by the correct transition probability (5.21). Therefore, the main finding of the present section is that (5.3) does not agree with the results of the surface hopping algorithm. On the other hand, the results of the surface hopping algorithm agree with those of the original Dirac equation.

**Remark 5.2.** If the coefficient $\tau$ is replaced by $\frac{1}{\tilde{\zeta}_2}$, (5.3) becomes a hyperbolic relaxation system (see [19,33]) and the solution to (5.3) satisfies $w_+ = w_-$ when $\tilde{\zeta}_2 \to 0$. Since $\int w_+ + \int w_- = 1$ this leads to:
\[
\int w_+ = \int w_- = \frac{1}{2}.
\]
(5.22)
We will observe numerically in Fig. 11 that (5.22) is true when the time is big enough.

### 6 Numerical results

In this section, the results provided by the surface hopping algorithm are compared with the reference level populations given by (4.1) where the solution $u^h(t)$ is computed numerically using an accurate method to solve the Dirac equation (2.10). In particular, it
is verified numerically in Section 6.1 that the spectral method is more accurate than the finite difference method. The image of the operator \( \Pi_{\pm}(hD) \) is computed by using discrete Fourier transform (DFT) and Fourier multiplication. A comparison of the surface hopping algorithm with the models (5.2) and (5.3) is given in Section 6.4.

### 6.1 Setup and quantum level simulations

We suppose that the initial data \( u^I_h \) is such that its Fourier transform \( \hat{u}^I_h \) satisfies the relation:

\[
\hat{u}^I_h(\xi) = \hat{f}^I_h(\xi) \chi_+(h\xi),
\]

(6.1)

where \( \chi_+(\xi) \) is defined in (2.9) and \( \hat{f}^I_h(\xi) \) is the Fourier transform of some function \( f^I_h \in L^2(\mathbb{R}^2) \). Such an initial data satisfies the non-interference condition (4.7). We remark that, like for the level population (4.1), \( \chi_+(h\xi) \) can be replaced by \( \chi_+(\xi) \) in (6.1).

If \( f^I_h \) is bounded in \( L^2(\mathbb{R}^2) \), using Lemma 2.3 in [13] again, we obtain the following approximation for the scalar Wigner transform of \( u^I_h \):

\[
w^h[u^I_h] = W^h[f^I_h] + o(1)
\]

(6.2)

in \( \mathcal{D}'((\mathbb{R}^2_x \times \{\xi = 0\}) \setminus \{\xi = 0\}) \) when \( h \to 0 \), where \( W^h[f^I_h] = w^h(f^I_h,f^I_h) \). By plugging (6.2) in (4.9), we obtain the following asymptotics for the initial value of the diagonal terms of the Wigner matrix:

\[
w^h_{+,+} = W^h[f^I_h] + o(1), \quad w^h_{-,+} = o(1)
\]

(6.3)

in \( \mathcal{D}'((\mathbb{R}^2_x \times (\mathbb{R}^2_x \setminus \{\xi = 0\}) \setminus \{\xi = 0\}) \) when \( h \to 0 \). In the present section, the initial upper level function is an \( h \)-scaled Gaussian wave packet:

\[
f^I_h(x) = (\pi h)^{-\frac{1}{4}} e^{-\frac{|x-x^I_0|^2}{2h} + \frac{i\xi_0(x-x^I_0)}{h}}
\]

with center \( x^I_0 \in \mathbb{R}^2 \), momentum \( \xi_0 \in \mathbb{R}^2 \) and norm \( \|f^I_h\|_{L^2(\mathbb{R}^2)} = 1 \). Its \( h \)-scaled Fourier transform and its Wigner transform can be computed explicitly. Indeed,

\[
\mathcal{F}^h f^I_h(\xi) = (\pi h)^{-\frac{1}{2}} e^{-\frac{|x-x^I_0|^2}{2h} - \frac{|\xi-\xi_0|^2}{2h}},
\]

where \( \forall u \in L^2(\mathbb{R}^2), \mathcal{F}^h u(\xi) = h^{-1} \mathcal{F} u(h^{-1}\xi) \). Moreover,

\[
W^h[f^I_h](x,\xi) = (\pi h)^{-2} e^{-\frac{|x-x^I_0|^2}{2h} - \frac{|\xi-\xi_0|^2}{2h}}.
\]

In this section, the parameter \( h \) is equal to its physical value given by (2.7). The effective mass of the electron is given by

\[
m = 0.067 m_e,
\]

where \( m_e \) is the mass of the electron, the Fermi velocity is taken as \( v_F = 10^6 \text{m.s}^{-1} \) and, having in mind the simulation of devices of size equal to hundreds of nanometers as
in [16, 30], we will take the reference length equal to \( L = 500 \text{nm} \). Then, the numerical value of the parameter \( h \) corresponding to formula (2.7) is:

\[
h = 3.4557 \times 10^{-3},
\]

which is small enough for the problem to be considered in the semiclassical regime. The simulation domain \( \Omega \) is equal to

\[
\Omega = [-10\sqrt{h}, 10\sqrt{h}] \times [-5\sqrt{h}, 5\sqrt{h}].
\]

In the next section, we solve the Dirac equation (2.10) for different choice of the potential \( U \) by using the time-splitting spectral method (TSSM) presented in Appendix A.

6.1.1 The Klein tunneling

The potential is equal to \( U = v_0 y \geq 0 \) which corresponds to a Klein step. For this potential, we compare the TSSM and the Finite difference time domain method (FDTD) in [16]. The center and the momentum of the initial Gaussian wave packet \( f^h \) are chosen as

\[
\begin{align*}
x^h_0 &= (-5\sqrt{h}, 0), \\
\xi_0 &= \frac{1}{2}(1, 0).
\end{align*}
\]

The height of the Klein step and the simulation time are respectively

\[
v_0 = 2|\xi_0| \quad \text{and} \quad t_f = 13\sqrt{h}.
\]

For the TSSM, the number of grid points is given by

\[
N_1 = 256, \quad N_2 = 128
\]

and for the FDTD by

\[
N_1 = 1024, \quad N_2 = 512.
\]

For the two methods, the number of time steps is fixed as \( 10^4 \). For \( h = 1 \), the convergence of the TSSM is spectral in the space variable and of order 2 in the time variable. The FDTD is of order 2 in both the space and time variables. The space and time discretizations are chosen such that the TSSM method has converged according to Section B. The accuracy of the FDTD is discussed below. We remark anyway that the discretization verifies the stability condition of the FDTD, see [16]:

\[
\Delta t \leq \frac{\Delta x_1}{\sqrt{2}},
\]

where \( \Delta x_1 \) and \( \Delta x_2 \) are the mesh sizes in the \( x_1 \) and \( x_2 \) directions respectively.

In the present section and in the following section, the superscript \( h \) will be omitted for the solution \( u^h(t, x) \) to (2.10) and for the initial condition \( u^h_0(x) \). Using the discrete Fourier transform (DFT) (A.5), resp. its inverse, to approximate the Fourier transform,
resp. the inverse Fourier transform, we get the following approximation of the projectors $\Pi_{\pm}(hD)u(t^n, x_j)$:

$$
\Pi_{\pm}(hD)u^n_j = \frac{1}{N_1 N_2} \sum_{k \in K} \Pi_{\pm}(h\xi_k)\hat{u}^n_k e^{i\xi_k(x_j-a)}, \quad j \in J,
$$

(6.4)

where $\hat{u}^n_k$ is the Fourier coefficient defined in (A.5) and the discretization is the same as in Appendix A. Then, using formula (4.1), the approximation $P_{\text{dir},\pm}^h(t^n)$ of the level populations $P_{\pm}^h(t^n)$ of the Dirac equation is given by:

$$
P_{\text{dir},\pm}^h(t^n) = \|\Pi_{\pm}(hD)u^n\|_2^2,
$$

(6.5)

where $\Pi_{\pm}(hD)u^n_j$ is defined by (6.4) and for $u = (u_j)_{j \in J}, u_j \in \mathbb{C}^2$, we have

$$
\|u\|_2^2 = \sum_{j \in J} |u_j|^2 \Delta x_1 \Delta x_2.
$$

(6.6)

Similarly, the initial condition $u_I(x_j)$ defined by (6.1) is approximated by the formula:

$$(u_I)_j = \frac{2\pi}{(b_1-a_1)(b_2-a_2)} \sum_{k \in K} \hat{f}^h(\xi_k)\chi_+(h\xi_k)e^{i\xi_kx_i}, \quad j \in J.
$$

We remark that in the previous formula, we used the exact value of the Fourier transform $\hat{f}^h(\xi_k)$ instead of the DFT $\hat{f}^h_k$. The initial data for the TSSM with the parameters described above is represented in Fig. 1. In Fig. 2, we depict the evolution with respect to the time $t^n$ of the level populations $P_{\text{dir},\pm}^h(t^n)$ provided by the TSSM and by the FDTD. The curve with title Upper level, resp. Lower level, refers to the plus sign, resp. minus sign, in (6.5) and the curve with title Total refers to the total population $\|u^n\|_2^2$. Initially, the charge is carried completely by the upper level, then non-adiabatic transfer occurs at time $t = 0.28$ and the charge is almost all transferred to the lower level. Moreover, we remark that the TSSM is more accurate than the FDTD. Indeed, the TSSM total population at final time is equal to 1 up to an error smaller than $10^{-10}$ whereas the FDTD total population at final time is equal to 0.9947. This can be explained by the fact that the first method conserves the total mass (A.8) whereas for the second method the total mass decreases at the hopping time (it was shown in [16] that the quantity conserved by the FDTD is not the mass but a related functional). To reduce this mass loss, the number of spatial points has to be chosen big enough which increases the CPU time of the method. In particular, the CPU times corresponding to the simulations of Fig. 2 are the following: 11644.224s for the FDTD, 441.612s for the TSSM.

We remark in Fig. 3 that the transition occurs when the charge reaches the Klein step which is a classically forbidden region for the Upper level. The band transition to the Lower level makes the Klein step an allowed region for the particles, which can tunnel in the region $x_1 \geq 0$ with a probability almost equal to 1. This is the Klein paradox, see [37].
Figure 1: Initial condition for the TSSM: $|u_I(x)|^2$ (top) and, in a smaller region, Re$(u_I(x))$ (bottom).

Figure 2: Time evolution of the level populations with a Klein step potential: comparison of the TSSM and the FDTD.
Figure 3: For different times and with respect to the space variable: representation of the position density of the projection of the wave function $u$ solution to (2.10) where $U = v_0 1_{x_1 \geq 0}$ and the initial condition is given by (6.1). The upper half corresponds to $|\Pi_+ (hD) u_{n}^j|^2$ and the lower half to $|\Pi_- (hD) u_{n}^j|^2$ where the projectors are computed using (6.4). The solution $u$ is computed with the TSSM.

6.1.2 Case $U = \alpha x_1$, $\alpha > 0$

In this section, the potential is given by $U = \alpha x_1$, $\alpha > 0$. The Dirac equation (2.10) is solved using the TSSM. The center and the momentum of the initial Gaussian wave packet $f^h$ are taken to be

$$x_0^h = (-5\sqrt{h},0), \quad \xi_0 = (1,0).$$

The level position density of the solution $u^h(t,x)$ to (2.10) is supported around $(x^\pm(t),\xi^\pm(t))$, solution to:

$$\begin{cases}
\frac{d}{dt} x^\pm(t) = \pm \frac{\xi^\pm(t)}{|\xi^\pm(t)|}, & x^\pm(0) = x_0^h, \\
\frac{d}{dt} \xi^\pm(t) = -\alpha (1,0), & \xi^\pm(0) = \xi_0.
\end{cases}$$

The solution of the above problem can be computed explicitly. It is given by:

$$x^\pm(t) = x^* \mp (|t - t^*|,0), \quad \xi^\pm(t) = \xi_0 - \alpha (t,0),$$

(6.7)

where $t^* = \frac{(\xi_0)_1}{\alpha}$ is the time such that $\xi^\pm(t^*) = 0$ and the non-adiabatic transfer occurs. The point $x^* = x^+(t^*) = x_0^h + (t^*,0)$ is the point where the hopping occurs. The coefficient $\alpha$ is chosen such that the potential at the hopping point is equal to $U(x^*) = v_0$ where $v_0 = \frac{|\xi_0|}{4}$.

This leads to:

$$\alpha = \frac{v_0 - (\xi_0)_1}{(x_0^h)_1}.$$ 

The simulation stops at time:

$$t_f = 13\sqrt{h}.$$
and the number of space points is given by

$$N_1 = 256, \quad N_2 = 128.$$  

The number of time steps is equal to $$10^4$$. The initial data $$(u_I)_j$$, the Lower level and Upper level populations $$p_{dir, \pm}^{pl}(t^n)$$ and the Total population are computed as explained in Section 6.1.1. The time evolution of the level populations is represented in Fig. 4. The numerical hopping is observed around the time $$t = 0.39$$ which is accurate enough compared to the predicted value $$t^* = 0.3919$$ given by (6.7). Contrary to the case of the Klein step potential, a significant part of the charge stays on the upper level.

The predicted value of the position corresponding to the hopping is $$x^* = (9.7976 \times 10^{-2}, 0)$$. We remark in Fig. 5 that the transition occurs when the charge reaches $$x^*$$. As for the Klein step potential, the band transition to the lower level allows the particles to tunnel in the region $$x_1 \geq x^*_1$$. However, for the potential considered here, we can observe that the part remaining on the upper level is reflected. This could have been predicted from Eq. (6.7). Indeed, for $$t \geq t^*$$, the classical flow corresponding to the upper level (plus sign) moves to the left with respect to $$x^*$$ whereas the classical flow corresponding to the lower level (minus sign) moves to the right with respect to $$x^*$$.

### 6.2 The surface hopping algorithm

In the present section, the potential $$U$$ is equal to $$U = ax_1$$ where $$a = 15$$. The initial condition is as described in Section 6.1. The center and the momentum of the initial Gaussian wave packet $$f^{pl}$$ are taken as

$$x_0^{pl} = (-5\sqrt{h}, 0), \quad \xi_0 = (1, 0).$$  

(6.8)
Figure 5: For different times and with respect to the space variable: representation of the position density of the projection of the wave function $\psi$ solution to (2.10) where $U = ax_1$ and the initial condition is given by (6.1). The upper half corresponds to $|\Pi^+ (hD) u^n_j|^2$ and the lower half to $|\Pi^- (hD) u^n_j|^2$ where the projectors are computed using (6.4). The solution $\psi$ is computed with the TSSM.

The diagonal terms $w_h^\pm(t, x, \xi)$ of the Wigner matrix defined by (4.3) are computed using the surface hopping algorithm presented in Section 4. Then, for different values of the parameter $h$ and of the simulation time $t_f$, the surface hopping level populations $P_h^{sh,\pm}(t_f)$ are computed from $w_h^\pm(t_f, \cdot, \cdot)$ by using (4.6). The results provided by the surface hopping algorithm are compared to the level populations $P_h^{dir,\pm}(t_f)$ of the Dirac equation computed as explained in Section 6.1.1.

For the level populations $P_h^{dir,\pm}(t_f)$, the Dirac equation (2.10) is solved using the TSSM in the simulation domain

$$\Omega = [-11\sqrt{h}, 11\sqrt{h}] \times [-5\sqrt{h}, 5\sqrt{h}] .$$

Using Eq. (A.8), we can choose a time step size which does not depend on $h$. In all the tests, the number of time steps is fixed as $10^4$. The number of space points is given by:

$$N_1 = 256, \quad N_2 = 128,$$

except for $h = 10^{-4}$ where

$$N_1 = 1024, \quad N_2 = 512 .$$

We verified in Appendix B that, for such a discretization and for all the values of $h$ considered in the present section, the TSSM is accurate enough for the validation of the surface hopping algorithm.
For the level populations $P_{sh_{+} \pm}(t_f)$, the initial sampling is chosen as follows. We consider a uniform $J \times J$ discretization of the domain of the $x$ variable:

$$[a_1, b_1] \times [a_2, b_2],$$

where $(a_1, a_2) = x_0 h - 5\sqrt{h}$ and $(b_1, b_2) = x_0 h + 5\sqrt{h}$ and a uniform $K \times K$ discretization of the $\xi$ variable domain

$$[c_1, d_1] \times [c_2, d_2],$$

where $(c_1, c_2) = \xi_0 - 5\sqrt{h}$ and $(d_1, d_2) = \xi_0 + 5\sqrt{h}$. The grid points $x_j, j = 1, \ldots, J$ and $\xi_k, k = 1, \ldots, K$ are ordered such that

$$|f^h(x_1)|^2 \geq \cdots \geq |f^h(x_J)|^2,$$

$$|F^h f^h(\xi_1)|^2 \geq \cdots \geq |F^h f^h(\xi_K)|^2.$$

Then, we determine the minimal numbers $N_x$ of points of the $x$ variable and $N_\xi$ of the $\xi$ variable such that

$$\sum_{j=1}^{N_x} |f^h(x_j)|^2 \Delta x^2 \geq 1 - \text{tol}_x,$$

$$\sum_{k=1}^{N_\xi} |F^h f^h(\xi_k)|^2 \Delta \xi^2 \geq 1 - \text{tol}_\xi,$$

where $\Delta x = \frac{b_1 - a_1}{J},$ $\Delta \xi = \frac{d_1 - c_1}{K},$ $\text{tol}_x, \text{tol}_\xi$ are well chosen tolerances. The phase space points $(x_j, \xi_k), j = 1, \ldots, N_x, k = 1, \ldots, N_\xi$ are ordered such that:

$$W^h [f^h] (x_1, \xi_1) \geq \cdots \geq W^h [f^h] (x_{N_x}, \xi_{N_\xi}),$$

and we determine the minimal integer $N$ such that:

$$\sum_{k=1}^{N} W^h [f^h] (x_k, \xi_k) \Delta x^2 \Delta \xi^2 \geq 1 - \text{tol},$$

where tol is a well chosen tolerance. This gives the first step of the algorithm of Section 4. Indeed, the initial sampling is the set:

$$\{(x_k, \xi_{k, +}) \in IR^2_x \times IR^2_\xi \times \{-, +\}; \ k = 1, \ldots, N\},$$

where, using Eq. (6.3), the associated weights $w_k \in IR$ can be approximated by:

$$w_k = W^h [f^h] (x_k, \xi_k).$$

In the present case, the hopping surface $S$ defined by (3.2) is equal to:

$$S = \{(x, \xi) \in IR^4; \xi_1 = 0\},$$
and the second order derivative of the function \( s \mapsto |\xi^\pm(s)|^2 \), defined by the characteristics solution to (2.12), is equal to:

\[
(\frac{d}{ds}|\xi^\pm(s)|^2)^\prime\prime = 2a^2 > 0.
\]

Therefore, for the potential considered here, the points of extremal gap are all minimas.

Moreover, the classical flow \((x^\pm(t), \xi^\pm(t))\) solution to (2.12) is given by

\[
x^\pm(t) = x \pm \int_0^t \frac{\xi^\pm(s)}{|\xi^\pm(s)|} ds, \quad \xi^\pm(t) = \xi - at(1,0).
\]  

(6.9)

In Eq. (6.9), the formula of the momentum is explicit and the hopping transport step can be simplified. Indeed, for \( k = 1, \cdots, N \), if \( 0 < \frac{(\xi_k^*)}{a} < t_f \), the trajectory \((x_k^*(t), \xi_k^*(t))\), \( 0 < t < t_f \) defined by (4.5) will pass through a point \((x_k^{*+}, \xi_k^{*+})\) \( \in S \) at the time \( t^* = \frac{(\xi_k^*)}{a} \) and non-adiabatic transfer occurs. For such a \( k \), the weight is changed such that for \( t > t^* \)

\[
w_k(t) = (1 - T^*) w_k(t^*),
\]

and a new particle is created on the lower band with index \( l > N \). For the new particle, the associated weight is such that for \( t > t^* \)

\[
w_l(t) = T^* w_k(t^*).
\]

In the above equations, the transition rate \( T^* \) is equal to

\[
T^* = T(x_k^*, \xi_k^*),
\]

where \( T(x, \xi) \) is given by (5.21). The surface hopping level populations defined by (4.6) are then given by:

\[
P_{sh,+}^h(t_f) = \sum_{k=1}^N w_k(t_f) \Delta x^2 \Delta \xi^2, \quad P_{sh,-}^h(t_f) = \sum_{l=N+1}^M w_l(t_f) \Delta x^2 \Delta \xi^2.
\]

For all the tests, the size of the sampling grids are equal to:

\[
J = K = 16.
\]

The sampling tolerances are taken as:

\[
tol = 10^{-6}, \quad tol_x = tol_\xi = 10^{-3} \times tol.
\]

For such parameters, the number of particles obtained numerically for the initial sampling does not depend on \( h \) and is equal to \( N = 6981 \).

For different values of the semiclassical parameter \( h \), the level populations obtained by the two methods are listed in Table 1. The simulation time is fixed as \( t_f = 0.13 \), except for \( h = 10^{-4} \) where \( t_f = 0.1 \). We remark that the reference lower level population \( P_{dir,-}^h(t_f) \)
Table 1: At time $t_f$ and for different values of the semiclassical parameter $h$: level populations obtained by the Dirac solver and the surface hopping method.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$P^h_{\text{dir,+}}(t_f)$</th>
<th>$P^h_{\text{sh,+}}(t_f)$</th>
<th>$P^h_{\text{dir,-}}(t_f)$</th>
<th>$P^h_{\text{sh,-}}(t_f)$</th>
<th>CPU dir (s)</th>
<th>CPU sh (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-1}$</td>
<td>$7.4804 \times 10^{-2}$</td>
<td>$9.0741 \times 10^{-2}$</td>
<td>$0.925196$</td>
<td>$0.909258$</td>
<td>437.284</td>
<td>4.163</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>$9.9815 \times 10^{-2}$</td>
<td>$9.0698 \times 10^{-2}$</td>
<td>$0.910185$</td>
<td>$0.909301$</td>
<td>438.152</td>
<td>4.172</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$9.0700 \times 10^{-2}$</td>
<td>$9.0698 \times 10^{-2}$</td>
<td>$0.909300$</td>
<td>$0.909301$</td>
<td>434.484</td>
<td>4.160</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$9.0698 \times 10^{-2}$</td>
<td>$9.0698 \times 10^{-2}$</td>
<td>$0.909301$</td>
<td>$0.909301$</td>
<td>13046.8</td>
<td>4.144</td>
</tr>
</tbody>
</table>

increases when $h$ increases. This is due to the fact that for larger values of $h$, the transition process is slower and, at the time $t_f$, the post-transition relaxation observed in Fig. 7, has no yet happened. We notice that, for $h$ smaller or equal to $10^{-2}$, the surface hopping level populations $P^h_{\text{sh,+}}(t_f)$ are almost constant with respect to $h$. This can be explained by the fact that, for the potential considered, the transition rate depends only on the variable $\xi_2/\sqrt{h}$ which does not depend on $h$ when considered on the sampling points. The column CPU dir, resp. CPU sh, denotes the CPU time required by the Dirac solver, resp. the surface hopping method, to complete the simulations. For the surface hopping algorithm, most of the CPU time corresponds to the choice of the initial sampling (the time effectively spent by the processor on the surface hopping algorithm is smaller than 0.14 s). We remark that the surface hopping CPU times (pre-processing and effective time) are almost $h$-independent. It appears that the surface hopping method is very interesting. Indeed, when $h$ decreases, the numerical cost of the Dirac solver increases whereas the surface hopping method provides very accurate results for a much smaller CPU time.

We depict in Fig. 6 the absolute error of the level population corresponding to the upper level:

$$E^h_{\text{dir}}(t_f) := |P^h_{\text{dir,+}}(t_f) - P^h_{\text{sh,+}}(t_f)|,$$

(6.10)

with respect to the semiclassical parameter $h$. The surface hopping level populations converge numerically when $h \to 0$ to the level populations obtained at the quantum level. We notice that the convergence order at $h=10^{-4}$ can be improved by proceeding as proposed in Remark B.1.

For $h=10^{-3}$, the time evolution of the level populations provided by the Dirac solver and the surface hopping algorithm are depicted in Fig. 7. The curve with title Upper level dir, resp. Lower level dir, refers to $P^h_{\text{dir,+}}(t_f)$, resp. $P^h_{\text{dir,-}}(t_f)$. The same is true when dir is replaced by sh. The total population of the Dirac equation, curve titled Total dir, is obtained as explained in Section 6.1.1 and the surface hopping total population, curve titled Total sh, corresponds to $P^h_{\text{sh,+}}(t_f) + P^h_{\text{sh,-}}(t_f)$. We observe that the numerically obtained surface hopping total population is conserved. For a smaller CPU time, the time evolution of the level populations provided by the surface hopping algorithm agrees well with the one provided by the Dirac solver. Indeed, for the two methods, the charge is initially carried completely by the upper level, then non-adiabatic transfer occurs at time $t = \frac{(\xi_0)}{a} = \frac{1}{15} = 0.0667$ (time required by the classical flow to reach the crossing set
Figure 6: At time $t_f$, logarithmic plot of the absolute error (6.10) of the level population corresponding to the upper level while varying the semiclassical parameter $h = 10^{-p}$, $p = 1, 2, 3, 4$.

Figure 7: For $h = 10^{-3}$ and $U = \alpha x_1$, $\alpha = 15$: time evolution of the level populations provided by the Dirac solver and the surface hopping algorithm.

$\{\xi = 0\}$ starting from the momentum $\xi_0$ of the initial Gaussian wave packet and the great majority of the charge is transferred to the lower level. The CPU time required to complete the simulation is 434.484s for the Dirac solver and 9.66400s for the surface hopping method. For the second method, the CPU time is bigger than the time indicated in Table 1. This is due to the fact that the surface hopping curves in Fig. 7 are obtained by repeating the surface hopping algorithm described in the present section for the sequence of times $t_f = 0.13n/100$, $1 \leq n \leq 100$ (the pre-processing step to create the initial sampling is performed only one time).
6.3 Collision of two wave packets

In the present section, the potential is given by $U=ax_1, \; a>0$ and we study the possibility of the interaction of two wave packets, each packet is carried by a different energy level, arriving at the same time at the same point of the hopping surface. In such a situation two non-adiabatic transfers occur at the same time, one from the upper level to the lower level and one from the lower level to the upper level, and we expect that in such a situation the Landau-Zener formula for the transition probability will be affected by interference. It is worth noting that such a breakdown of the semiclassical dynamics due to interference was already observed in [1] in the case of the linear Schrödinger equation with non-smooth potentials.

We suppose that the initial data $u^0_i$ is such that its Fourier transform $\hat{u}^0_i$ satisfies the relation:

$$\hat{u}^0_i(\xi) = \sqrt{\rho_f^0(\xi)} \chi^i_+(h\xi) + \sqrt{1-\rho_f^0(\xi)} \chi^i_-(h\xi),$$

(6.11)

where $0\leq \rho \leq 1, 0 \leq \mu < 1, \chi_\pm(\xi)$ is defined in (2.9) and $\hat{f}^0_\pm(\xi)$ denotes the Fourier transform of the $h$-scaled Gaussian wave packet:

$$f^0_\pm(x) = (\pi h)^{-\frac{1}{2}} e^{-\frac{|x-x_0|^2}{2h^2}} \hat{f}_\pm(x-h\xi),$$

with center $x_0^0, x \in IR^2$, momentum $\xi_0 \in IR^2$ and norm $\|f^0_\pm\|_{L^2(IR^2)} = 1$. Such an initial data does not satisfy the non-interference condition (4.7). Using the orthogonality of the eigenvectors $\chi_\pm(\xi)$ and using the same arguments as in Section 6.1, we obtain that the initial level probability densities, populations and diagonal terms of the Wigner matrix are given by:

$$\Pi^i_+(hD)u^i = \sqrt{\rho_f^0(\xi)} \chi^i_+(h\xi), \quad \Pi^i_-(hD)u^i = \sqrt{1-\rho_f^0(\xi)} \chi^i_-(h\xi),$$

$$\|\Pi^i_+(hD)u^i\|^2_\Pi = \rho, \quad \|\Pi^i_-(hD)u^i\|^2_\Pi = 1-\rho,$$

$$w^i_+ = W^h[f^0_+] + o(1), \quad w^i_- = W^h[f^0_-] + o(1),$$

where the last relation holds in $D'(IR^2 \times (IR^2 \setminus \{\xi = 0\}))$ when $h \rightarrow 0$. In particular, it holds $\|u^i\|_\Pi = 1$. The parameter $\rho$ gives the percentage of mass carried by each energy level and the parameter $\mu$ is the phase difference between the two wave packets.

For such an initial condition, the position density of the solution $u^i(t,x)$ to (2.10) is composed of two wave packets: one supported around $(x^+(t),\xi^+(t))$ and the other around $(x^-(t),\xi^-(t))$, where $(x^\pm(t),\xi^\pm(t))$ are the characteristics solution to:

$$\begin{cases}
\frac{dx^\pm(t)}{dt} = \pm \frac{\xi^\pm(t)}{|\xi^\pm(t)|}, & x^\pm(0) = x_0^i, \\
\frac{d\xi^\pm(t)}{dt} = -\alpha(1), & \xi^\pm(0) = \xi_0.
\end{cases}$$

In the present section, we may have $(\xi_0)_2 \neq 0$ and (6.7) has to be replaced by:

$$x^\pm(t) = x^{\pm}_0 + \int_0^t \frac{\xi^\pm(s)}{|\xi^\pm(s)|} ds, \quad \xi^\pm(t) = \xi^* - \alpha(t-t^*,0),$$
where $t^* = \frac{(\xi_0)}{\alpha}$ is the time required to reach the hopping surface (i.e. the time such that $\xi^\pm(t^*) = 0$) and $(x^{\ast\pm}, \xi^{\ast}) = (x^\pm(t^*), \xi^\pm(t^*))$ is the point of the phase space where the hopping occurs. The last is given by:

$$x^{\ast\pm} = x^h_{0, \pm} \pm \int_0^{t^*} \frac{\xi^\pm(s)}{[\xi^\pm(s)]} ds, \quad \xi^{\ast} = \xi_0 - \alpha(t^*, 0).$$

To make the interference possible, the two wave packets should not only arrive at the same time at the hopping surface but also at the same point of the phase space, in other words:

$$(x^{\ast\pm}, \xi^{\ast}) = (x^{\ast\pm}, \xi^{\ast}). \quad (6.12)$$

If the last equality is not true for the centers of the two wave packets, it should happen at least for characteristics starting from two points of the phase space where the initial probability density is not too small. We remark also that, if $x^h_{0, +} < x^h_{0, -}$, the position characteristics $x^+(t)$ and $x^-(t)$ will get closer from each other when $t < t^*$ and go in opposite directions when $t > t^*$. In that case, when $\alpha$ is fixed, $(\xi_0)_{1}$ should be chosen so that $t^*$ is big enough to ensure (6.12).

In the present section, we fixed $\alpha = 15$ and $h = 10^{-3}$. The centers of the initial Gaussian wave packets $f^h_{\pm}$ are taken as:

$$x^h_{0, \pm} = (\pm 4 \sqrt{h}, 0).$$

Different simulations will be performed corresponding to the following values of the momentum of the initial Gaussian wave packets $f^h_{\pm}$:

$$\xi_0 = (2, 0) \quad \text{and} \quad \xi_0 = (2, 0.25).$$

The simulation time is fixed as $t_f = 0.26$. For the parameters considered here the hopping time is equal to $t^* = 0.1333$.

The Dirac level populations $P^h_{dir, \pm}(t)$ are computed as explained in Section 6.2. For $\xi_0 = (2, 0)$, the simulation domain and the number of space points for the TSSM are given by:

$$\Omega = [-11 \sqrt{h}, 11 \sqrt{h}] \times [-5 \sqrt{h}, 5 \sqrt{h}],$$

$$N_1 = 512, \quad N_2 = 256.$$ 

For $\xi_0 = (2, 0.25)$, they are given by:

$$\Omega = [-11 \sqrt{h}, 11 \sqrt{h}] \times [-10 \sqrt{h}, 10 \sqrt{h}],$$

$$N_1 = 512, \quad N_2 = 512.$$ 

The number of time steps is fixed as $2 \times 10^4$.

The surface hopping algorithm is performed by applying two times the process explained in Section 6.2: one time for each energy level. For the upper level population
For different values of the parameters $\rho$, $\mu$ and $(\xi_0)_2$: time evolution of the level populations provided by the Dirac solver and the surface hopping algorithm.

$p_{sh,+}(t)$ (resp. lower level population $p_{sh,-}(t)$), the space domain for the initial sampling is centered at $x_{0,+}$ (resp. $x_{0,-}$). For each energy level, the size of the sampling grids and the sampling tolerances are the same as in Section 6.2. The number of time steps is fixed as 200.

The time evolution of the level populations provided by the Dirac solver and the surface hopping algorithm for different values of the parameters $\rho$, $\mu$ and $(\xi_0)_2$ are depicted in Fig. 8. The curve with title Upper level dir, resp. Lower level dir, refers to $p_{dir,+}(t)$, resp. $p_{dir,-}(t)$. The same is true when dir is replaced by sh. In the first graph (top left), we remark that, when the incidence is normal with respect to the line $x_1 = (x^+ \pm )_1$, the two non-adiabatic transfers occur simultaneously without interacting with each other. The second and the third graphs (top right and bottom left) are two situations of incidence with a positive angle with respect to the $x_1$-axis. In that case there is an interaction between the two levels which is responsible for periodic oscillations of the electrons from the upper energy level to the lower energy level: we will call beating effect such oscil-
lations (a numerical and mathematical analysis of the beating effect in the case of the Schrödinger equation with a double well potential can be found in [3, 14]). As it appears in these graphs, the beating effect is not recovered by the surface hopping algorithm. This shows that the Landau-Zener formula is not valid in the case of interference as expected in Remark 4.1. The last graphic is computed with the Dirac solver and shows that the phase difference between the two initial wave packets implies a translation in the beating oscillations.

In Table 2, we give, for the tests considered in Fig. 8, the absolute error of the level population corresponding to the upper level at the final time $t_f$. As in Section 6.2, it is given by the formula (6.10). We remark that the oscillations observed in Fig. 8 are localized in a small time interval around the hopping time $t^*$. After such a time, the surface hopping level populations align again with the quantum ones. For this reason, the absolute errors in Table 2 are all small even when interference occur (there is however an increase of this error in the case of interference: line 2 to 4 of the table).

Table 2: At time $t_f$ and for different values of the parameters $\rho$, $\mu$ and $(\xi_0)_2$: absolute error of the level population corresponding to the upper level.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\mu$</th>
<th>$(\xi_0)_2$</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2/3</td>
<td>0.25</td>
<td>0</td>
<td>$4.893 \times 10^{-7}$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.25</td>
<td>0.25</td>
<td>$3.5001 \times 10^{-5}$</td>
</tr>
<tr>
<td>2/3</td>
<td>0.25</td>
<td>0.25</td>
<td>$3.3183 \times 10^{-5}$</td>
</tr>
<tr>
<td>2/3</td>
<td>0</td>
<td>0.25</td>
<td>$4.2626 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Fig. 9 corresponds to the second graphic of Fig. 8. It illustrates the fact that the wave packet carried by the upper level and the wave packet carried by the lower level effectively meet in some region of the space variable. The time for this collision matches with the hopping time $t^*$ where both the $\xi^+$ and $\xi^-$ characteristics starting from $\xi_0$ reach the hopping surface $\xi_1 = 0$. As mentioned above, this condition is necessary to have interference in the hopping process.

### 6.4 Simulations using the models of [30]

In this section we will compare numerically the models (5.2) and (5.3) with the two-dimensional version of our surface hopping algorithm. The comparison will be performed with $h=10^{-3}$, $t_f=0.13$ and with the same potential as is Section 6.2. The initial condition is the 2D version of the initial condition in Section 6.2. In other words:

$$w^h_+|_{t=0} = W^h[f^h], \quad w^h_-|_{t=0} = 0$$

is replaced by

$$w_+(0,x_1,\xi_1) = (\pi h)^{-1} e^{-\sqrt{(x_1-x_1^0)^2 + (\xi_1-\xi_0)^2}} + (\pi h)^{-1} e^{-\sqrt{(x_1-x_1^0)^2 + (\xi_1-\xi_0)^2}}, \quad w_-(0,x_1,\xi_1) = 0. \quad (6.13)$$
Figure 9: For different times and with respect to the space variable: representation of the position density of the wave function $u$ solution to (2.10) and of its projection where the initial condition is given by (6.11). The first line corresponds to $|u_n|^2$, the second line to $|\Pi_+ (hD) u_n|^2$ and the third line to $|\Pi_- (hD) u_n|^2$. The solution $u$ is computed with the TSSM and the parameters $\rho = \frac{1}{2}, \mu = 0.25, (\xi_0^2) = 0.25$.

The functions $w_\pm$ and $w_i$ depend on $\xi_2$. However, since $\xi_2$ plays the role of a parameter, this dependence is not written on the l.h.s. of the equations in (6.13). The center and the momentum of the initial Gaussian wave packet are given by (6.8).

### 6.4.1 The two dimensional surface hopping algorithm

The $x_2$-independent solutions to the surface hopping algorithm presented in Section 4 are obtained by replacing the system (2.14) with its two dimensional version:

$$\partial_t w_\pm \frac{\partial \xi_1}{\partial x_1} w_\pm - \alpha \partial_{\xi_1} w_\pm = 0, \quad \xi_1 \neq 0. \quad (6.14)$$

More precisely, Eq. (6.14) is used for the time evolution of $w_\pm$ as long as the classical trajectories $q^{T^+}_{1}(x_1, \xi_1)$ solution to (5.6) are away from the hopping surface $\{\xi_1 = 0\}$. Then, the hopping transport is described as follows.

Consider an initial set of sampling points

$$\{(x_{1,k}, \xi_{1,k}, \pm) \in IR_{x_1} \times IR_{\xi_1} \times \{-, +\}; \quad k = 1, \cdots, N\},$$

with associated weights $w_k \in IR$ given by:

$$w_k = w_+(0, x_{1,k}, \xi_{1,k}).$$
For $t \geq 0$ small enough:

\[
(x_{1,k}(t), \xi_{1,k}(t)) = \varphi_1^+(x_{1,k}, \xi_{1,k}), \quad w_k(t) = w_k,
\]

where, using (5.6), we have $\xi_{1,k}(t) = \xi_{1,k} - at$. Then, for $k = 1, \cdots, N$, if $0 < \frac{\xi_{1,k}}{\alpha} < t_f$, the classical trajectory is such that $\xi_{1,k}(t^*) = 0$ at the time $t^* = \frac{\xi_{1,k}}{\alpha}$ and non-adiabatic transfer occurs. For such a $k$, the weight is changed such that for $t > t^*$

\[
w_k(t) = (1 - T^*) w_k(t^*),
\]

and a new particle is created on the lower band with index $l > N$. For the new particle, the associated weight is such that for $t > t^*$

\[
w_l(t) = T^* w_k(t^*).
\]

In the above equations, the transition rate $T^*$ is equal to:

\[
T^* = e^{-\frac{\alpha \xi^2}{2h}}.
\]

The surface hopping level populations at the final time $t_f$ are then given by:

\[
P_{h(+)}(t_f) = \sum_{k=1}^N w_k(t_f) \Delta x_1 \Delta \xi_1, \quad P_{h(-)}(t_f) = \sum_{l=N+1}^M w_l(t_f) \Delta x_1 \Delta \xi_1,
\]

where $\Delta x_1$ and $\Delta \xi_1$ are the mesh sizes in the $x_1$ and $\xi_1$ directions respectively.

### 6.4.2 Comparison with the models in [30]

For Eqs. (5.2) and (5.3), the simulation domain is:

\[
(x_1, \xi_1) \in \left[-11\sqrt{h}, 11\sqrt{h}\right] \times \left[(\xi_0)_1 - at_f - 5\sqrt{h}(\xi_0)_1 + 5\sqrt{h}\right].
\]

They are solved with periodic boundary conditions on a uniform grid with 500 points in the $x_1$-direction and 500 points in the $\xi_1$-direction. The time step size is chosen such that the condition of stability of the upwind method is satisfied [27]. More precisely, we take:

\[
\Delta t = \left(\frac{1}{\Delta x_1} + \frac{\alpha}{\Delta \xi_1}\right)^{-1}.
\]

Eqs. (5.2) and (5.3) are solved using a time-splitting method where the free equation (without source term) is solved using a dimensional splitting: the free problem is splitted in two one-dimensional problems and each one dimensional problem is solved using the one-dimensional second order upwind MUSCL scheme (see [27]). The source term is integrated in time using a RK2 method for Eq. (5.2) (in order to preserve the second order accuracy) and exactly for Eq. (5.3).
For Eq. (5.2), we take:

\[ w_i |_{t=0} = 0 \]

in addition to the initial condition (6.13). We remark that, since the MUSCL method is written for real valued functions, the third equation in (5.2) has to be splitted in two equations, one for the real part of \( w_i \) and one for its imaginary part.

The level populations provided by the asymptotic model are defined by:

\[ P_{am,\pm}^h(t) = \int_{\mathbb{R}^2} w_{\pm}(t, x_1, \xi_1) dx_1 d\xi_1, \]

where \( w_{\pm} \) is the solution to (5.2) and the level populations provided by the effective model are defined by:

\[ P_{em,\pm}^h(t) = \int_{\mathbb{R}^2} w_{\pm}(t, x_1, \xi_1) dx_1 d\xi_1, \]

where \( w_{\pm} \) is the solution to (5.3). For the level populations \( P_{sh,\pm}^h(t_f) \) defined in (6.15), the initial sampling is chosen as follows. We consider a uniform \( J \times K \) discretization of the domain of the \((x_1, \xi_1)\) variables:

\[ [a, b] \times [c, d], \]

where \( a = (x_{0h})_1 - 5\sqrt{h} \), \( b = (x_{0h})_1 + 5\sqrt{h} \) and \( c = (\xi_{0})_1 - 5\sqrt{h} \), \( d = (\xi_{0})_1 + 5\sqrt{h} \). The grid points \((x_{1,j}, \xi_{1,k})\), \( j = 1, \cdots, J, \) \( k = 1, \cdots, K \) are ordered such that:

\[ w_{+}(0, x_{1,1}, \xi_{1,1}) \geq \cdots \geq w_{+}(0, x_{1,J}, \xi_{1,J} \times K), \]

and we determine the minimal integer \( N \) such that:

\[ \sum_{k=1}^{N} w_{+}(0, x_{1,k}, \xi_{1,k}) \Delta x_1 \Delta \xi_1 \geq 1 - \text{tol}, \]

where \( \Delta x_1 = \frac{b-a}{J} \), \( \Delta \xi_1 = \frac{d-c}{K} \) and \( \text{tol} \) is a well chosen tolerance. Then, the initial sampling is the set:

\[ \{(x_{1,k}, \xi_{1,k}, \pm) \in \mathbb{R} x_1 \times IR_{\xi_1} \times \{-, +\}; \ k = 1, \cdots, N\}. \]

For all the tests in this section, the number of grid points for the two dimensional surface hopping algorithm is:

\[ J = 100, \quad K = 100, \]

and the tolerance is

\[ \text{tol} = 10^{-9}. \]

We depict in Fig. 10 the time evolution of the level populations provided by the asymptotic model (5.2) and the two dimensional surface hopping algorithm. The curve with title Upper level am, resp. Lower level am, refers to \( P_{am,+,+}^h(t) \), resp. \( P_{am,+,+}^h(t) \). The total population, curve titled Total am, corresponds to \( P_{am,+,+}^h(t) + P_{am,+,+}^h(t) \). The same is
true when am is replaced by sh. The surface hopping curves are obtained by repeating the surface hopping algorithm described in Section 6.4.1 for the sequence of times \( t_f = 0.13n/500 \), \( 1 \leq n \leq 500 \). The behavior is the same as in Section 6.2: the charge is initially carried completely by the upper level, then hopping occurs at time \( t = 0.0667 \) and the great majority of the charge is transferred to the lower level. The time evolution of the level populations provided by the asymptotic model fits well the one provided by the two dimensional surface hopping: the surface hopping algorithm validates the model (5.2).

Fig. 11 shows that non-adiabatic transfer is only partially recovered by model (5.3). We depict the time evolution of the level populations provided by the asymptotic model (5.3) and the two dimensional surface hopping algorithm where the transition probability \( T^* \) is replaced by (5.18), (5.5). The curve with title Upper level em, resp. Lower level em, refers to \( P_{em,+}^h (t) \), resp. \( P_{em,-}^h (t) \). The total population, curve titled Total em, corresponds to \( P_{em,+}^h (t) + P_{em,-}^h (t) \). The same is true when em is replaced by sh. As in Fig. 10, hopping occurs at time \( t = 0.0667 \). However, using the simplified model (5.3), only about a half of the charge is transferred to the lower level which is close to the transition probability given by (5.18), (5.5) and substantially different from Fig. 10.

In Fig. 12, we verify numerically that the transition probability corresponding to the effective model (5.3) is given by the formula (5.18). The curve with title Trans eff refers to \( r_{em,-}^h (t_f) \), the population provided by the effective model (5.3) on the lower level and at the final time, for 31 different values of the constant \( \beta \) distributed uniformly on the interval \([0,5]\). The constant \( \beta \) given by (5.5) is made arbitrary in (5.18) by replacing the coefficient \( \tau \) appearing in (5.3) by \( \hat{\tau} = \frac{\beta}{\pi^2/4} \). The curve with title Trans th is the representation of the coefficient \( T \) given by (5.18) for the same values of \( \beta \). We remark that the
Figure 11: For $h = 10^{-3}$, $\xi_2 = 10^{-2}$ and $U = ax_1$, $a = 15$: time evolution of the level populations provided by the effective model (5.3) and the two dimensional surface hopping algorithm presented in Section 6.4.1 where the transition probability $T^*$ is replaced by (5.18), (5.5).

Figure 12: For $h = 10^{-3}$, $\xi_2 = 10^{-2}$, $t_f = 0.13$ and $U = ax_1$, $a = 15$: numerical verification of the formula (5.18) for the transition probability corresponding to the model (5.3).

Two curves are very close which validates the limit $\xi_2 \to 0$ performed in Section 5 for the solution to (5.3).

In the present section, the fact that (5.2) is found to be correct, at least for the example in question, is a significant finding in itself. In particular, it does not follow by the standard Wigner measures theory.
Appendix

A  Time-splitting spectral method (TSSM)

The solution $u(t,x)$ to (2.6) is computed on the domain:
\[ \Omega = [a_1,b_1] \times [a_2,b_2] \]
using a time-splitting spectral method as in [18]. For $r = 1,2$, we choose the spatial mesh size $\Delta x_r = \frac{b_r - a_r}{N_r}$ in the $r$ direction for a given integer $N_r$. Define a uniform grid
\[ x_j = a + (j_1 \Delta x_1, j_2 \Delta x_2), \quad j \in J, \] (A.1)
where $J = \{j = (j_1,j_2) \in \mathbb{N}^2 \mid 0 \leq j_1 < N_1, 0 \leq j_2 < N_2\}$ and $a = (a_1,a_2)$. For a given time step size $\Delta t$, let $u^n_j$ denote the numerical approximation of $u(t^n,x_j)$ at the time $t^n = n\Delta t$, $n \geq 0$. Then, $u^{n+1}_j$ is computed from $u^n_j$ by decomposing the problem (2.6) in the two sub-problems
\[ i\hbar \partial_t u = [-i\hbar \sigma_1 \partial_{x_1} - i\hbar \sigma_2 \partial_{x_2}] u \] (A.2)
and
\[ i\hbar \partial_t u = U u. \] (A.3)
The free Dirac equation (A.2) is solved using a spectral method in space and exact time integration, whereas Eq. (A.3) can be integrated exactly on $[t^n,t^{n+1}]$. To discretize (A.2), we introduce the trigonometric interpolant of $u$:
\[ \tilde{u}(t,x) = \frac{1}{N_1 N_2} \sum_{k \in K} \hat{u}(t) e^{i\xi_k(x-a)}, \] (A.4)
where $\hat{u}(t,x_j) = u(t,x_j)$. In Eq. (A.4), we have
\[ K = \left\{ k = (k_1,k_2) \in \mathbb{Z}^2 \mid -\frac{N_1}{2} \leq k_1 < \frac{N_1}{2}, -\frac{N_2}{2} \leq k_2 < \frac{N_2}{2} \right\} \]
and
\[ \xi_k = 2\pi \left( \frac{k_1}{b_1-a_1}, \frac{k_2}{b_2-a_2} \right). \]
For a given function $f : IR^2 \rightarrow C^2$, $\hat{f}_k$ is the discrete Fourier transform (DFT) of $f$ defined by
\[ \hat{f}_k = \sum_{j \in J} f_j e^{-i\xi_k(x_j-a)}, \] (A.5)
where \( f_j = f(x_j) \). When \( f = (f_j)_{j \in J} \) is a sequence with \( f_j \in \mathbb{C}^2 \), the DFT of \( f \) is the sequence \( \hat{f}_k \) defined by Eq. (A.5). Inserting (A.4) into (A.2), and using the orthogonality of the set \( \{ e^{i\xi_k(x-a)} \}, \ k \in \mathcal{K} \} \) with respect to the scalar product of \( L^2(\Omega) \), one gets the following system of ODE

\[
\frac{d}{dt} \hat{u}(t)_k = -iB(\xi_k)\hat{u}(t)_k.
\]

For any \( t_0 \in \mathbb{R} \), the exact solution to the previous equation is given by:

\[
\hat{u}(t)_k = M(t-t_0, \xi_k)\hat{u}(t_0)_k,
\]

where

\[
M(\delta, \xi) = e^{-i\delta B(\xi)}.
\]

Applying an inverse discrete Fourier transform, one obtains the following expression for the approximation \( u(t)_j \) of \( u(t,x_j) \):

\[
u(t)_j = \frac{1}{N_1 N_2} \sum_{k \in \mathcal{K}} M(t-t_0, \xi_k)\hat{u}(t_0)_k e^{i\xi_k(x_j-a)}.
\]

We remark that using the eigenvectors (2.9), the matrix \( B(\xi) \) can be diagonalized as follows:

\[
B(\xi) = P(\xi)D(\xi)P(\xi)^*,
\]

where

\[
D(\xi) = \text{diag}(|\xi|, -|\xi|), \quad P(\xi) = (\chi_+(\xi), \chi_-(\xi))
\]

and therefore

\[
M(\delta, \xi) = P(\xi)e^{-i\delta D(\xi)}P(\xi)^* = \begin{pmatrix}
\cos(\delta|\xi|) & -i\sin(\delta|\xi|)(\xi_1 - i\xi_2)/|\xi|
\-i\sin(\delta|\xi|)(\xi_1 + i\xi_2)/|\xi| & \cos(\delta|\xi|)
\end{pmatrix}.
\]

(A.6)

The Strang splitting is the second order method constructed as follows: solve the first subproblem (A.2) over only a half time step of length \( \Delta t/2 \). Then, we use the result as data for a full time step on the second subproblem (A.3) and finally take another half time step on (A.2). This leads to the following method:

\[
u_j^* = \frac{1}{N_1 N_2} \sum_{k \in \mathcal{K}} M(\Delta t/2, \xi_k)\hat{u}(t)_k e^{i\xi_k(x_j-a)},
\]

\[
u_j^{**} = e^{-\frac{i}{4}U(\Delta t)}\nu_j^*.
\]

(A.7)

\[
u_{j+1} = \frac{1}{N_1 N_2} \sum_{k \in \mathcal{K}} M(\Delta t/2, \xi_k)\hat{u}^{**}_k e^{i\xi_k(x_j-a)}.
\]
Remark A.1. It follows directly from the unitarity of the DFT and of the matrix $M(\delta, \xi)$ given by (A.6) that the TSSM (A.7) conserves the discrete total charge, i.e.:

$$\|u^n\|_2 = \|u^0\|_2, \quad \forall n \geq 0,$$

where the norm $\|.\|_2$ is defined in (6.6). Moreover, when the potential is equal to a constant $U = U_0$, the Dirac equation (2.6) admits the following plane wave solutions:

$$u(t,x) = \chi(\pm k)e^{i(k.x - (U_0 \pm \xi) t)},$$

which are integrated exactly by the TSSM (A.7) if $k \in \mathbb{R}^2$ satisfies $kh = \xi k'$ for some $k' \in \mathcal{K}$. In the case of the Schrödinger equation, an analysis of the stability of the TSSM was performed in [8] for initial conditions which are close to plane waves.

B Discussion on the accuracy of the TSSM

The Dirac equation (2.10) is solved using the TSSM presented in Section A. The potential $U$, the initial condition and the simulation domain are as in Section 6.2. The final time is $t_f = 0.13$.

The accuracy of solutions given in the second line of Table 3 represents the $L^2$-norm difference:

$$\|u^h(t_{f,\text{r}}) - \tilde{u}^h(t_{f,\text{r}})\|_{L^2}$$

of the final reference solution $u^h(t_{f,\text{r}})$ and a coarser solution $\tilde{u}^h(t_{f,\text{r}})$. The number of space points is given by $(N_1,N_2) = (1024,512)$ for the reference solution and $(N_1,N_2) = (256,128)$ for the coarser solution, except for $h = 10^{-4}$ where the number of space points is given by $(N_1,N_2) = (2048,1024)$ for the reference solution and $(N_1,N_2) = (1024,512)$ for the coarser solution. The number of time steps is fixed as $10^4$. Since it is the square of the $L^2$-norm which is relevant for the computation of the level populations, the accuracy for $h = 10^{-2}$ and $10^{-3}$ is close to the machine precision. For the other values of $h$ the TSSM is accurate enough for the validation of the surface hopping algorithm whose methodological error is of the order of $\sqrt{h}$.

Table 3: At time $t_f = 0.13$: accuracy of the TSSM for different values of the semiclassical parameter $h$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$1.55 \times 10^{-4}$</td>
<td>$4.74 \times 10^{-8}$</td>
<td>$6.62 \times 10^{-6}$</td>
<td>$4.64 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

In Table 4, the accuracy is given by Eq. (B.1) where the reference solution $u^h(t_{f,\text{r}})$ is computed with $10^5$ time steps and $\tilde{u}^h(t_{f,\text{r}})$ is a less resolved solution computed with various numbers of time steps. The number of space points is fixed as $(N_1,N_2) = (1024,512)$. The solution with $10^4$ time steps is accurate enough for our purpose and takes 12202.94s computing.
Table 4: At time $t_f = 0.13$ and for $h = 10^{-2}$: accuracy of the TSSM for different values of the number of time steps.

<table>
<thead>
<tr>
<th>Time steps</th>
<th>$10^4$</th>
<th>$10^3$</th>
<th>$10^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$7.70 \times 10^{-3}$</td>
<td>$8.47 \times 10^{-2}$</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**Remark B.1.** Since the simulation time $t_f$ is $h$-independent (this is imposed by the fact that the hopping time is $h$-independent) and the size of the simulation box $\Omega$ tends to 0 when $h$ tends to 0, the solution of the Dirac equation (2.6) will reach the boundary of $\Omega$ for small values of $h$. Therefore, in addition to the periodic boundary conditions provided by the spectral method, absorbing boundary layers can be used at the edge of the simulation box, see e.g. [34]. We remark that, although it is not applied in the present work, such boundary layers provide an improvement of the performance of the TSSM in the case $h = 10^{-4}$.
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