Nonlinear Geometric Optics method based multi-scale numerical schemes for a class of highly-oscillatory transport equations
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Abstract

We introduce a new numerical strategy to solve a class of oscillatory transport PDE models which is able to capture accurately the solutions without numerically resolving the high frequency oscillations in both space and time. Such PDE models arise in semiclassical modeling of quantum dynamics with band-crossings, and other highly oscillatory waves. Our
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first main idea is to use the geometric optics ansatz, which builds the oscillatory phase into an independent variable. We then choose suitable initial data, based on the Chapman-Enskog expansion, for the new model. For a scalar model, we prove that so constructed models will have certain smoothness, and consequently, for a first order approximation scheme we prove uniform error estimates independent of the (possibly small) wave length. The method is extended to systems arising from a semiclassical model for surface hopping, a non-adiabatic quantum dynamic phenomenon. Numerous numerical examples demonstrate that the method has the desired properties.

1 Introduction

Many partial differential equations for high frequency waves, in particular, semiclassical models in quantum dynamics, take the form of systems of transport or Liouville equations with oscillatory source terms describing interband quantum transitions that are associated with chemical reactions, quantum tunnelling, Dirac points in graphene, etc. \[35, 36, 6\]. These terms contain important quantum information, such as Berry connection and Berry phase, which are associated with quantum Hall effects \[42\]. Solving such systems is computationally daunting since one needs to numerically resolve the small wave length (denoted by a small parameter \(\varepsilon\) in this paper), which can be prohibitively expansive.

To efficiently solve a quantum system, or more generally high frequency waves, a classical method is the geometric optics (GO) or WKB method, which approximates the amplitude by a transport equation and phase by eikonal equation \[34\]. This method allows the computational mesh \((\Delta x)\) and time step \((\Delta t)\) independent of \(\varepsilon\) \[16\]. However the approximation is not valid beyond caustics, since the physically relevant solutions are multi-valued, rather than the viscosity, solutions to the eikonal equation \[41, 23, 13, 25\]. Even the multi-valued solutions do not describe accurately caustics, quantum tunnelling and other important non-adiabatic quantum phenomena. A more accurate method, called the Gaussian beam or Gaussian wave packet methods, originated independently in seismology \[19, 37\] and chemistry \[18\] communities (see also recent developments in the math community \[38, 17, 31, 28, 32, 15\]), are more accurate near caustics but need to use \(\Delta x, \Delta t = O(\sqrt{\varepsilon})\), and have difficulties to handle singular potentials \[27\] and non-adiabatic band-crossing phenomena \[26\]. For recent overviews of computational high frequency waves and semiclassical methods for quantum dynamics, see \[14, 24\].

For problems that contain small or multiple time and space scales, another framework that has found many success in kinetic and hyperbolic problems is the asymptotic-preserving (AP) schemes \[21\]. An AP scheme mimics the transition from a microscopic model to the macroscopic one in the discrete setting, and as a result the scheme can capture the macroscopic behavior correctly without resolving numerically the small, microscopic behavior, thus can be used for all range of \(\varepsilon\) with fixed \(\Delta x\) and \(\Delta t\). Based on solving one model—the microscopic one, an AP scheme undergoes the numerical transition from the microscopic to
the macroscopic scales automatically without the need to couple two different models at different scales, which is the bottleneck of most multiscale or multi-physical methods [12]. See recent reviews of AP methods in [22, 10]. For high frequency wave problems, the AP framework has found successes only in dealing with time oscillations, allowing $\Delta t \gg O(\varepsilon)$ [4, 20, 2, 3, 9, 7] for a number of physical problems. Nevertheless, for high frequency waves, the most difficult challenge is the spatial oscillations which unfortunately demands $\Delta x = O(\varepsilon)$, an impossible task in high space dimensions. One earlier work in this direction was in [1], by using the WKB-basis functions the method allows $\Delta x = O(1)$, but so far this approach has only been developed for one-dimensional stationary Schrödinger equation (without time oscillations).

In this paper we introduce a general AP approach to efficiently solve a family of oscillatory waves in which the phase oscillations depend on both time and space. The problem under study takes the following form

$$\partial_t u + \sum_{k=1}^{d} A_k(x) \partial_{x_k} u + R(u) = \frac{i}{\varepsilon} E(t, x) Du + Cu, \quad t \geq 0; \quad x \in \Omega \subset \mathbb{R}^d,$$

$$u(0, x) = f_{in}(x, \beta(x)/\varepsilon), \quad x \in \Omega \subset \mathbb{R}^d,$$

(1.1)

where $u = u(t, x) \in \mathbb{C}^n$, and $A_k, D$ and $C$ are given $n \times n$ real matrices ($A_k$ and $D$ are symmetric matrices). $R(u) : \mathbb{C}^n \rightarrow \mathbb{C}^n$, is the nonlinear term independent of $\varepsilon$, the small dimensionless wave length. The quantity $E$ is a real valued scalar function. The initial data $f_{in}$ may have an oscillatory dependence with an initial phase $\beta(x)/\varepsilon$, and in this case we will assume that the dependence of $f_{in}$ on this phase is periodic. Many semiclassical models for quantum dynamics may be written in this general form (see for example surface hopping [6], graphene [36], and quantum dynamics in periodic lattice [35]). Some high frequency wave equations also have the form of (1.1) [14, 8]. In this paper, we assume periodic boundary condition in space such that $\Omega = [0, 1]^d$, although the method can be extended to more general boundary conditions. Note that in general (this will be shown explicitly in this paper), if we inject the ansatz $u(t, x) = \rho(t, x)e^{iS(t, x)/\varepsilon}$ in (1.1), it is not possible to derive smooth enough (with respect to $\varepsilon$) equations for $\rho$ and $S$ due to the presence of the nonlinear term $R$ or due to the coupling term $Cu$.

Our main idea is inspired by the nonlinear geometric optics (NGO), which has been widely studied at the theoretical level in the mathematical community last century for nonlinear hyperbolic conservation laws [39, 11, 29, 33, 40, 30]. The NGO approach builds the oscillatory phase as an independent variable. Specifically, one introduces a function $U : (t, x, \tau) \in (0, T) \times \mathbb{R}^d \times (0, 2\pi) \rightarrow U(t, x, \tau) \in \mathbb{C}^n$, which is $2\pi$-periodic with respect to the last variable $\tau \in (0, 2\pi)$, and coincides with the solution $u$ of (1.1) in the sense

$$U(t, x, S(t, x)/\varepsilon) = u(t, x).$$

(1.2)

We then transfer the original equation into an equation for the phase $S(t, x)$ coupled with an equation on the profile $U$. First, the equation on $S$ does not
depend on \( \varepsilon \), which makes its numerical approximation simple, accurate and inexpensive. Second, thanks to the additional degree of freedom in \( U \), one can, and needs to, choose suitable initial data such that \( U(t, x, \tau) \) is uniformly bounded in \( \varepsilon \) up to certain order of derivatives in time and space, which can then be solved numerically efficiently: such initial data can be generated by utilizing the classical Chapman-Enskog expansion [5] as was done in [7, 9] to efficiently compute the time oscillations. As a result, our method is AP, in both space and time, which allows correct solutions even when \( \Delta x, \Delta t \gg O(\varepsilon) \).

The paper is organized as follows. In section 2, we present in details the strategy for highly oscillatory scalar equations in one dimension. In particular we reformulate the problem into a new one with an additional dependence on a well-chosen oscillation phase. We prove that this augmented problem is smooth enough in both space and time with respect to the oscillation parameter. Based on this reformulation, we construct a numerical scheme for which we prove that the order of accuracy is also uniform in \( \varepsilon \). Numerical results are performed to assert the efficiency of our method. Then, in section 3, we extend the strategy to a class of oscillatory hyperbolic systems with an application to a semiclassical surface hopping model. A conclusion is finally given in section 4.

We remark that our approach, although presented here only in one space dimension, can be generalized to higher space dimension straightforwardly. This will be the subject of a future work.

2 One dimensional scalar equations

As an illustrative example, we first consider the following model satisfied by \( u(t, x) \in \mathbb{C}, x \in [0, 1], t \geq 0, \)

\[
\partial_t u + c(x) \partial_x u + r(u) = \frac{ia(x)}{\varepsilon} u, \quad u(0, x) = u_0(x),
\]

(2.1)

where the functions \( u_0, a, c \) and \( r \) are given. Periodic boundary conditions are also considered in space. In some cases, we will allow the initial data to be oscillatory

\[
u_0(x) = f_{in}(x, \beta(x)/\varepsilon) \equiv f_{in}(x, \tau) \quad \text{with} \quad \tau = \frac{\beta(x)}{\varepsilon},
\]

where \( \beta \) is a given function and \( f_{in} \) is supposed to be periodic with respect to the second variable \( \tau \). More precise technical assumptions on all these functions will be made later on.

2.1 The linear case

First, we focus on the linear case \( r(u) = \lambda u \) where \( \lambda \) is a complex constant. In this case, we expand the initial data with respect to the periodic variable \( \tau \):

\[
u_0(x) = \sum_{k \in \mathbb{Z}} f_k(x)e^{ik\beta(x)/\varepsilon},
\]
which allows to restrict the study of (2.1) to the following equations
\[ \partial_t u_k + c(x) \partial_x u_k + \lambda u_k = \frac{ia(x)}{\varepsilon} u_k, \quad u_k(t=0,x) = f_k(x) e^{ik\beta(x)/\varepsilon}. \]  

(2.2)

Indeed the linearity of the equation allows the use of the superposition principle, and the solution of (2.1) can be recovered by
\[ u(t,x) = \sum_k u_k(t,x). \]

Since (2.2) is linear, one can apply the standard Geometric Optics (GO) by injecting the ansatz \( u_k(t,x) = \alpha_k(t,x) e^{iS_k(t,x)/\varepsilon} \) into (2.2). This gives
\[ \partial_t \alpha_k + c(x) \partial_x \alpha_k + \lambda \alpha_k + \frac{i}{\varepsilon} [\partial_t S_k + c(x) \partial_x S_k] \alpha_k = \frac{ia(x)}{\varepsilon} \alpha_k. \]

To remove the terms in \( 1/\varepsilon \), one can impose the following equations on \( \alpha_k \) and \( S_k \)
\[ \partial_t \alpha_k + c(x) \partial_x \alpha_k + \lambda \alpha_k = 0, \quad \alpha(0,x) = f_k(x), \]
\[ \partial_t S_k + c(x) \partial_x S_k = a(x), \quad S(0,x) = k\beta(x). \]

This gives rise to non oscillatory solutions \( S_k \) and \( \alpha_k \) which can be solved numerically quite efficiently without numerically resolving the small time and wavelength scales of size \( O(\varepsilon) \).

2.2 The nonlinear case

When \( r \) is nonlinear, the superposition principle cannot be applied anymore and the GO approach does not work. Then, we utilize what was called in the literature the nonlinear geometric optics (NGO) ansatz, namely, introduce a function \( U(t,x,\tau) \) which depends on an additional periodic variable \( \tau \), and satisfies
\[ U(t,x,S(t,x)/\varepsilon) = u(t,x), \]  

(2.3)

with \( u \) solution to (2.1). The equation satisfied by \( U \) writes
\[ \partial_t U + c(x) \partial_x U + \frac{1}{\varepsilon} [\partial_t S + c(x) \partial_x S] \partial_\tau U + r(U) = \frac{ia(x)}{\varepsilon} U. \]

To get a constant period in the independent variable \( \tau \), we should impose the following equation on \( S \)
\[ \partial_t S + c(x) \partial_x S = a(x), \quad S(0,x) = \beta(x). \]  

(2.4)

Then, we deduce the equation for \( U \) to
\[ \partial_t U + c(x) \partial_x U + r(U) = -\frac{a(x)}{\varepsilon}(\partial_\tau U - iU), \quad U(0,x,\beta(x)/\varepsilon) = u_0(x). \]  

(2.5)

It is clear that solving (2.4) and (2.5) with any initial data \( U(0,x,\tau) \) satisfying \( U(0,x,\beta(x)/\varepsilon) = u_0(x) \) allows one to recover the desired original solution to (2.1) through relation (2.3). Due to the extra dimension introduced by \( U \), there
are infinitely many possible choices of such initial data. We will choose one—which is essential—that provides a "smooth enough" solution with respect to $\varepsilon$. Indeed, from numerical point of view, this smoothness property is of paramount importance when one wants to get a numerical scheme with a uniform accuracy with respect to $\varepsilon$. We will consider two cases for which this choice is possible and a uniform smoothness with respect to $\varepsilon$ of the phase $S$ and the profile $U$ can be obtained at any order. The first case is very simple since the models on $S$ and $U$ do not depend on $\varepsilon$, while the second case requires more care and is presented in the next subsection.

**Case 1**: $a \equiv 0$ with possibly oscillatory initial data: $u_0(x) = f_{in}(x, \beta(x)/\varepsilon)$. The equation on the phase $S$ is given by (2.4) and the equation on $U$ reduces to
\[
\partial_t U + c(x)\partial_x U + r(U) = 0, \quad U(0, x, \tau) = f_{in}(x, \tau).
\]
The two equations on $S$ and $U$ clearly do not depend on $\varepsilon$ and therefore numerical schemes on $S$ and $U$ will not be restricted by the small values of $\varepsilon$.

**Case 2**: $a \neq 0$ with non-oscillatory initial data $u_0(x) = \alpha(x)$. In this case the equation for the phase $S$ is still given by (2.4) with $\beta(x) = 0$, and the equation on $U$ is also given by (2.5), which can be written in terms of $V = e^{-i\tau}U$ where $V$ solves
\[
\partial_t V + c(x)\partial_x V + e^{-i\tau}r(e^{i\tau}V) = -\frac{a(x)}{\varepsilon}\partial_\tau V. \tag{2.6}
\]
Since the only condition one has to impose on $V$ is $V(0, x, 0) = u_0(x)$ (recall that boundary conditions are imposed in $x$), this gives some freedom for the choice of the initial data for $V$, and the strategy of this choice will be developed in the next subsection.

**Remark 2.1.** Our approach works with either oscillatory initial data, or non-zero singular coefficient $a/\varepsilon$. It does not apply to problems where oscillations are generated from both initially data and sources.

### 2.3 A suitable initial condition

Considering the non-oscillatory initial data (Case 2), one needs initial data $V(0, x, \tau)$ for all $\tau$ to solve equation (2.6). Since the only condition we have to ensure is $V(0, x, 0) = u_0(x) = \alpha(x)$, there is a degree of freedom in choosing the expression of $V(0, x, \tau)$. The central idea here is to choose it in such a way that the solution $V$ is non-oscillatory in $\varepsilon$ (up to certain order of time-space derivatives). To show this construction, we will deal in this section with the case of non-oscillatory initial data, in which case we can construct $V(0, x, \tau)$ in such a way that the time-space derivatives of $V$ (up to second order) are uniformly bounded with respect to $\varepsilon$. 


Since the initial condition in (2.1) takes the non-oscillatory form \( u(0, x) = \alpha(x) \), we have \( S(0, x) = 0 \). Following \([7, 9]\), we will construct "well-prepared initial data" \( V(0, x, \tau) \) which ensures that the high-order time and space derivatives of \( V \) are also bounded uniformly in \( \varepsilon \), together with

\[
V(0, x, \tau = 0) = \alpha(x). \tag{2.7}
\]

As a consequence, we will see that the so-obtained initial data for \( V \) provides a non-oscillatory solution \( V \) and allows the construction of numerical schemes with a uniform accuracy with respect to \( \varepsilon \). Below, we will describe the method, and we refer to \([7, 9]\) for more details. Note that this type of initial data is obtained by formally expanding the solution in terms of \( \varepsilon \) in the spirit of the well-known Chapman-Enskog expansion in kinetic theory \([5]\). For this purpose, we first introduce the notations

\[
Lg = \partial_{\tau}g, \quad \Pi g = \frac{1}{2\pi} \int_0^{2\pi} g(\tau) d\tau,
\]

and let

\[
V^0 = \Pi V, \quad V^1 = (I - \Pi)V.
\]

The operator \( L \) is skew-symmetric on \( L^2(d\tau) \), its kernel is the space of functions which do not depend on \( \tau \), and \( \Pi \) is the \( L^2(d\tau) \)-orthogonal projector onto the kernel of \( L \). The operator \( L \) is invertible on the set of functions having zero average in the variable \( \tau \), and

\[
L^{-1}g = (I - \Pi) \int_0^{\tau} g(\sigma) d\sigma = \int_0^{\tau} g(\sigma) d\sigma + \frac{1}{2\pi} \int_0^{2\pi} \sigma g(\sigma) d\sigma,
\]

for all \( g \in L^2(d\tau) \) such that \( \Pi g = 0 \). In particular

\[
L^{-1}(e^{i\tau}) = -ie^{i\tau}, \quad L^{-1}(e^{-i\tau}) = ie^{-i\tau}.
\]

In addition, \( L^{-1} \) is a bounded operator since \( \|L^{-1}g\|_{L^\infty} \leq C\|g\|_{L^\infty} \) and \( \|L^{-1}g\|_{L^2} \leq C\|g\|_{L^2} \), for all \( g \in L^2(d\tau) \) such that \( \Pi g = 0 \).

We now apply \( \Pi \) and \( I - \Pi \) to (2.6) to get

\[
\partial_t V^0 + c(x) \partial_x V^0 + \Pi[e^{-i\tau r}(e^{i\tau}(V^0 + V^1))] = 0, \tag{2.8}
\]

\[
\partial_t V^1 + c(x) \partial_x V^1 + (I - \Pi)[e^{-i\tau r}(e^{i\tau}(V^0 + V^1))] = -\frac{a(x)}{\varepsilon} \partial_x V^1. \tag{2.9}
\]

In particular (2.9) gives (assuming at this stage that \( V^1 \) is smooth with respect to \( \varepsilon \))

\[
V^1(t, x, \tau) = -\varepsilon a(x))^{-1} L^{-1}(I - \Pi)[e^{-i\tau r}(e^{i\tau}V^0)] + O(\varepsilon^2), \tag{2.10}
\]

which, when applied to (2.8) and letting \( \varepsilon \to 0 \), formally yields

\[
\partial_t V^0 + c(x) \partial_x V^0 + \Pi[e^{-i\tau r}(e^{i\tau}V^0)] = 0. \tag{2.11}
\]
Then, one gets the following expansion for $V$

$$V(t,x,\tau) = V^0(t,x) + V^1(t,x,\tau) = V^0(t,x) - \varepsilon(a(x))^{-1}L^{-1}(I - \Pi)[e^{-i\tau r(e^{i\tau}V^0(t,x))}] + O(\varepsilon^2). \quad (2.12)$$

To avoid oscillations in $\varepsilon$, this expansion should be satisfied at $t = 0$ as well. Evaluating (2.12) at $t = \tau = 0$ and using (2.7), this means that

$$\alpha(x) = V^0(t = 0, x) - \varepsilon(a(x))^{-1}L^{-1}(I - \Pi)[e^{-i\tau r(e^{i\tau}V^0(t = 0, x))}] + O(\varepsilon^2), \quad (2.13)$$

Evaluating (2.12) at $t = 0$ and using (2.13) finally yields our suitable initial data:

$$V(0, x, \tau) = \alpha(x) + \varepsilon(a(x))^{-1}L^{-1}(I - \Pi)[e^{-i\tau r(e^{i\tau}\alpha(x))}] + O(\varepsilon^2). \quad (2.14)$$

We will see that this approach not only allows one to capture the main oscillations with phase $S(t,x)$ and amplitude $O(1)$, it also allows to capture oscillations of amplitude $\varepsilon$.

**Remark 2.2.** The Chapman-Enskog expansion is conducted only to generate the suitable initial data for $V$, while the equations for $S$ and $V$ (or $U$) are not asymptotically truncated. This guarantees that our method, in opposition to other asymptotic methods, is accurate for all $\varepsilon$.

**Remark 2.3.** Another interest of the augmented formulation above is the following. Because of oscillations, in general the solution to (2.1) cannot converge strongly but only weakly when $\varepsilon \to 0$. However, if $S$ is the solution to (2.4), then one may have (in some appropriate functional space)

$$\exp(-iS(t,x)/\varepsilon)u(t,x) = V(t,x,S(t,x)/\varepsilon) \text{ converges strongly to } \tilde{u} = \tilde{u}(t,x)$$

where $\tilde{u}$ satisfies

$$\partial_t \tilde{u} + c(x)\partial_x \tilde{u} + \Pi e^{-i\tau r(e^{i\tau} \tilde{u})} = 0, \quad \tilde{u}(0, x) = u_0(x). \quad (2.15)$$

We will demonstrate this numerically in section 2.6. It will be interesting to investigate rigorously this strong convergence, but this task is beyond the scope of this paper and is deferred to a future work.

Now we will give a theorem which states that, up to the second order, time and space derivatives of $V$ are bounded uniformly in $\varepsilon$, provided that the initial condition is given by (2.14). First, we make the following assumptions on $r$ and $a$. 

8
Assumption on $r$. We assume in the sequel that the mapping
\[
    r : \mathbb{C} \to \mathbb{C},
    u = u_1 + iu_2 \mapsto r_1(u_1, u_2) + ir_2(u_1, u_2) \tag{2.16}
\]
is a $C^\infty$ function in the sense that the real-valued functions $r_1$ and $r_2$ are $C^\infty$ from $\mathbb{R}^2$ to $\mathbb{R}$. We will denote by $\nabla r(u)$ the Jacobian matrix of components $(\nabla r(u))_{i,j} = \partial_{u_i} r_i(u)$, for $i, j = 1, 2$ and assume that $\nabla r$ is bounded.

Assumption on $a$. $a : [0, 1] \to \mathbb{R}$ is a $C^\infty$ function satisfying $a(x) \geq a_0 > 0, \forall x \in [0, 1]$.

Assumption on $c$. $c : [0, 1] \to \mathbb{R}$ is a $C^\infty$ function.

Note that the assumption on $a$ excludes the case of band crossing. There is no such a restriction for the actual numerical scheme, as will be demonstrated numerically later.

For the sake of simplicity, we will restrict ourselves in the following theorem to the case of a constant transport coefficient $c(x) = c > 0$. The extension to a non-constant $c(x)$ can easily be derived following the lines of the proof (assuming $c \in C^1([0, 1])$).

**Theorem 2.4.** Let $V$ be the solution of (2.6) on $[0, T]$. We consider the initial data (2.14) and periodic boundary condition in $x$ and $\tau$ variables. Then, the time and spatial derivatives of $V$ are bounded uniformly in $\varepsilon \in [0, 1]$, that is, $\exists C > 0$ independent of $\varepsilon$ such that $\forall t \in [0, T]$

\[
    \|\partial_\tau^p V(t)\|_{L^\infty_{\tau,x}} \leq C, \quad \text{and} \quad \|\partial_x^p V(t)\|_{L^\infty_{\tau,x}} \leq C, \quad \text{for } p = 0, 1, 2,
\]

and

\[
    \|\partial_\tau \tau^p V(t)\|_{L^\infty_{\tau,x}} \leq C, \quad \text{and} \quad \|\partial_x \tau^p V(t)\|_{L^\infty_{\tau,x}} \leq C.
\]

**Proof of Theorem 2.4.** First, we make the following change of variable
\[
    V(t, x, \tau) = W(S(t, x), x, \tau) \tag{2.17}
\]
where $S$ satisfies
\[
    \partial_t S + c\partial_x S = a(x), \quad S(0, x) = 0.
\]
In the one-dimensional case, one can write the exact solution for $S$
\[
    S(t, x) = \frac{1}{c} \left[ A(x) - A(x - ct) \right], \quad \text{with } A(x) = \int_0^x a(y) \, dy. \tag{2.18}
\]
Observe that, for all $x \in \mathbb{R}$, the phase $S(t, x)$ is an increasing function in $t$, and this property remains true in higher space dimensions. This means that the
map $t \mapsto s = S(t, x)$ can be seen as a change of variable in time. Note that $s \in [0, \bar{T}]$, with $\bar{T} \leq (2/c)\|A\|_{L^\infty} \leq (2/c)\|a\|_{L^\infty}$. We denote by $W(s, x, \tau) \in \mathbb{R}^2$ the real vector valued function composed of the real and imaginary part of $W(s, x, \tau) \in \mathbb{C}$. For the sake of simplicity and only within the proof of the Proposition 2.5, we keep the notation $r$ for the vector $(r_1, r_2) \in \mathbb{R}^2$ as defined in (2.16). More generally, we shall identify in this proof any complex value $z = z_1 + iz_2$ to the element $(z_1, z_2) \in \mathbb{R}^2$. Then, $W$ satisfy the following system

$$\partial_s W + \frac{c}{a(x)} \partial_x W + \frac{1}{a(x)} e^{J \tau r} (e^{-J \tau W}) = -\frac{1}{\varepsilon} \partial_\tau W,$$

$$W(0, x, \tau) = \alpha(x) + \frac{\varepsilon}{a(x)} \left[ G(0, \alpha) - G(\tau, \alpha) \right],$$

with $G(\tau, \alpha) = L^{-1}(I - \Pi)[e^{J \tau r} (e^{-J \tau \alpha(x)})]$, (2.19)

where the 2x2 matrices $J$ and $e^{\tau J}$ are given by

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \text{and} \quad e^{\tau J} = \begin{pmatrix} \cos \tau & \sin \tau \\ -\sin \tau & \cos \tau \end{pmatrix}$$

We then need to prove the following result for $W$.

**Proposition 2.5.** Let $W$ be the solution of (2.19) on $[0, \bar{T}]$, $\bar{T} > 0$, with periodic boundary condition in $x$ and $\tau$. Then, the solution $W$ of (2.19) satisfies the following estimates $\forall \varepsilon \in ]0, 1]$, $\forall s \in [0, \bar{T}]$, $\|\partial_s^p \partial_x^q W(s)\|_{L^\infty_{\tau,x}} \leq C$, for $p = 0, 1, 2$, and for all $q \in \mathbb{N}$, for some constant $C > 0$ independent of $\varepsilon$.

We first claim that this proposition implies the result of Theorem 2.4 as the derivatives of $V$ with respect to $t, x$ and $\tau$ can be expressed in terms of the derivatives with respect to $s, x$ and $\tau$ of $W$ and $S$ (with $S(t, x)$ given by (2.18) having its time and space derivatives uniformly bounded since $S$ does not depend on $\varepsilon$).

Now, we focus on the proof of Proposition 2.5. To this aim, we start with the following elementary lemma, the proof of which is left to the reader:

**Lemma 2.6.** Consider the following ordinary differential equation on a Banach algebra space $\mathcal{H}$

$$\frac{dy^\varepsilon}{dt} = \alpha^\varepsilon(t)y^\varepsilon + \beta^\varepsilon(t), \quad t \in [0, T], \quad y^\varepsilon(0) = y_0^\varepsilon,$$

with $y^\varepsilon, \beta^\varepsilon : [0, T] \to \mathcal{H}^p$ (p $\in \mathbb{N}^*$) and $\alpha^\varepsilon(t)$ is a $p \times p$ matrix with coefficients in $\mathcal{H}$, $\forall t \in [0, T]$. Assume that the coefficients of $\alpha^\varepsilon(t)$ and of $\beta^\varepsilon(t)$ are uniformly bounded with respect to $t \in [0, T]$ and $\varepsilon$. Then $y^\varepsilon(t)$ is uniformly bounded with respect to $t \in [0, T]$ and $\varepsilon$.  
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In the following, we will use this lemma to prove that the time and space derivatives of $W$, solution of (2.19), are uniformly bounded in the space $H = L^\infty_{\tau,x}$ of bounded functions of $\tau$ and $x$.

Proof of Proposition 2.5. We first introduce the characteristic equations associated with (2.19),

\[ \dot{x}(s) = \frac{c}{a(x(s))}, \quad x(0) = x_0; \quad \tau(s) = \frac{1}{\varepsilon}, \quad \tau(0) = \tau_0. \]

Since $c$ is a constant, this system can be solved analytically. For $A$ given by (2.18), since $a > 0$, $A$ is a strictly increasing function, thus its inverse $A^{-1}$ is well defined so that the solution of the differential system is

\[ x(s) = A^{-1}(A(x_0) + cs), \quad x(0) = x_0; \quad \tau(s) = \tau_0 + \frac{s}{\varepsilon}, \quad \tau(0) = \tau_0. \]

This motivates the following change of variables

\[ \tilde{x} = A^{-1}(A(x) + cs), \quad \tilde{\tau} = \tau + \frac{s}{\varepsilon}, \quad (2.20) \]

which enables to filter out the transport terms in (2.19).

Existence and estimate of $\partial^2_x W$

Using (2.20), we write the equation satisfied by $\tilde{W}(s, x, \tau) = W(s, A^{-1}(A(x) + cs), \tau + \frac{s}{\varepsilon})$ to get

\[ \partial_s \tilde{W} = -\frac{1}{a(x)} e^{i\tilde{\tau}} r(e^{i\tilde{\tau}} \tilde{W}), \quad (2.21) \]

where $\tilde{x}$ and $\tilde{\tau}$ are given by (2.20), and with the initial condition $\tilde{W}(0, x, \tau) = V(0, x, \tau)$ given by (2.19). Since $r$ is a $C^\infty$ function, and since $a(\tilde{x}) \geq a_0 > 0$, we have

\[ \|\tilde{W}(s)\|_{L^\infty_{\tau,x}} \leq \|V(0)\|_{L^\infty_{\tau,x}} + C \left\| \int_0^s \frac{1}{a(\tilde{x})} e^{i\tilde{\tau}} r(e^{i\tilde{\tau}} \tilde{W}(\sigma)) d\sigma \right\|_{L^\infty_{\tau,x}} \]

\[ \leq \|V(0)\|_{L^\infty_{\tau,x}} + C \int_0^s (1 + \|\tilde{W}(\sigma)\|_{L^\infty_{\tau,x}}) d\sigma, \]

and using the Gronwall lemma, we get

\[ \sup_{s > 0} \|\tilde{W}(s)\|_{L^\infty_{\tau,x}} \leq C(1 + \|V(0)\|_{L^\infty_{\tau,x}}). \quad (2.22) \]

Since the initial data $V(0)$, given by (2.14), is uniformly bounded with respect to $\varepsilon$, we deduce that $\tilde{W}$, and then $W$, are also uniformly bounded.

Now, we shall prove that the function $Y_1 = \partial_x W$ is uniformly bounded in $\varepsilon$. Indeed, $Y_1$ solves the following equation

\[ \partial_s Y_1 + \frac{c}{a} \partial_x Y_1 - \frac{ca^\prime}{a^2} Y_1 - \frac{\alpha^\prime}{a^2} e^{i\tau} r(e^{-J\tau} W) + \frac{1}{a} e^{i\tau} \nabla r(e^{-J\tau} W) e^{-J\tau} Y_1 = -\frac{1}{\varepsilon} \partial_\tau Y_1. \quad (2.23) \]
Again the function $\tilde{Y}_1(t, x, \tau) = Y_1(s, A^{-1}(A(x) + cs), \tau + \frac{\tau}{x})$ satisfies
\[
\partial_s \tilde{Y}_1 - \frac{ca'(\tilde{x})}{a(\tilde{x})^2} \tilde{Y}_1 - \frac{d'(\tilde{x})}{a(\tilde{x})^2} e^{J\tilde{x}} r(e^{-J\tilde{x}} \tilde{W}) + \frac{1}{a(\tilde{x})} e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W}) e^{-J\tilde{x}} \tilde{Y}_1 = 0,
\]
where we used the notations in (2.20) and in (2.16). Then, one can use Lemma 2.6 with the 2x2 matrix $\alpha^\varepsilon$: $\alpha^\varepsilon(s) = (ca'(\tilde{x})/a(\tilde{x})^2) I - 1/a(\tilde{x}) e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W}) e^{-J\tilde{x}}$, and the vector $\beta^\varepsilon(s) = (a'(\tilde{x})/a(\tilde{x})^2) e^{J\tilde{x}} r(e^{-J\tilde{x}} \tilde{W})$ for which one gets a uniform estimate thanks to the assumption on $r$ and the previous estimate on $\tilde{W}$. Moreover, from the assumptions on $a$ and $\alpha$, it is clear that the initial condition $\tilde{Y}_1(0) = \partial_s W(0)$ (with $W(0)$ given by (2.19)) is uniformly bounded. Indeed, we have, using the notations in (2.19),
\[
\partial_s W(0) = \alpha'(x) - \frac{\varepsilon a'(x)}{a(x)^2} \left[ G(0, \alpha) - G(\tau, \alpha) \right]
+ \frac{\varepsilon}{a(x)} \left[ H(0, \alpha) - H(\tau, \alpha) \right],
\]
where $H(\tau, \alpha) =: \partial_s G(\tau, \alpha) = L^{-1} (\mathcal{I} - \Pi) (e^{J\tau} \nabla r(e^{-J\tau} \alpha(x)) e^{-J\tau} \alpha'(x))$. Using the fact that $L^{-1}$ is a bounded operator on $\mathcal{C}^0(\mathbb{T})$ and the assumptions on $r$ and $\alpha$, we get $\|G\|_{L^\infty_{\tau, \varepsilon}} \leq C(1 + \|\alpha\|_{L^\infty_{\tau, \varepsilon}})$ and $\|H\|_{L^\infty_{\tau, \varepsilon}} \leq C(1 + \|\alpha\|_{L^\infty_{\tau, \varepsilon}}) \|\alpha'\|_{L^\infty_{\tau, \varepsilon}}$. Finally, we have
\[
\left| \partial_s W(0) \right| \leq \|\alpha'(x)\| + C \left( \frac{\varepsilon a'(x)}{a(x)^2} \right) (1 + \|\alpha\|_{L^\infty_{\tau, \varepsilon}}) + \frac{\varepsilon}{a} \|\alpha'\|_{L^\infty_{\tau, \varepsilon}}
\leq \frac{C \varepsilon}{a_0} + C \frac{\varepsilon}{a_0} \left[ 1 + C \frac{\varepsilon}{a_0} + C \frac{\varepsilon}{a_0} \right] \leq C.
\]
As a consequence,
\[
\|\tilde{Y}_1(0)\|_{L^\infty_{\tau, \varepsilon}} \leq C.
\]
so that $Y_1(s) = \partial_s W(s)$ is also uniformly bounded with respect to $\varepsilon$. It is clear that this proof can be extended easily to prove that higher order space derivatives are also uniformly bounded with respect to $\varepsilon$.

**Estimate of $\partial_s \partial_s W$**

The first derivative $W_1 = \partial_s W$ satisfies
\[
\partial_s W_1 + \frac{e}{a(x)} \partial_s W_1 + \frac{1}{a(x)} e^{J\tau} \nabla r(e^{-J\tau} W) e^{-J\tau} W_1 = -\frac{1}{\varepsilon} \partial_s W_1.
\]
As before, we consider the change of variables (2.20) so that $\tilde{W}_1(s, x, \tau) = W_1(s, A^{-1}(A(x) + cs), \tau + \frac{\tau}{x})$ solves
\[
\partial_s \tilde{W}_1 + \frac{1}{a(\tilde{x})} e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W}) e^{-J\tilde{x}} \tilde{W}_1 = 0.
\]
This equation enters in the framework of Lemma 2.6 with $\alpha^\varepsilon(s) = (1/a(\tilde{x})) e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W}(s)) e^{-J\tilde{x}}$ and $\beta^\varepsilon(s) = 0$. Under the assumption
on $r$ and the estimate (2.22) on $\tilde{W}$, $\tilde{W}_1(0)$ is uniformly bounded provided that $\tilde{W}_1(0)$ is bounded. From equation (2.19) on $W$ at $s=0$, one has

$$\tilde{W}_1(0) = \partial_s W(0)$$

$$= -\frac{1}{\varepsilon} \partial_s W(0) - \frac{c}{a(x)} \partial_x W(0) - \frac{1}{a(x)} e^{Jr} r(e^{-Jr} W(0))$$

$$= \frac{1}{a(x)} (I - \Pi)(e^{Jr} r(e^{-Jr} \alpha(x))) - \frac{c}{a(x)} \partial_x W(0) - \frac{1}{a(x)} e^{Jr} r(e^{-Jr} W(0)).$$

We see that $\tilde{W}_1(0)$ has a smooth dependence in $\varepsilon$. Then, using the assumption on $r$ and $a$, and the estimate (2.25) on $\partial_s W(0)$, we conclude that $\tilde{W}_1(0) = \partial_s W(0)$ is uniformly bounded. As a consequence,

$$\|\tilde{W}_1(s)\|_{L^\infty_x} \leq C, \tag{2.28}$$

and then $\partial_s W$ is uniformly bounded in $\varepsilon$.

Proceeding as previously, we also deduce that $\partial_s \partial_x W$ is uniformly bounded with respect to $\varepsilon$.

**Estimate of $\partial^2 s \partial^2_x W$**

We proceed in a analogous way for $W_2 = \partial^2 s \partial^2_x W = \partial_s W_1$ by taking the time derivative of equation (2.27), which satisfies

$$\partial_s W_2 + \frac{c}{a(x)} \partial_x W_2 + \frac{1}{a(x)} e^{-Jr} [\nabla^2 r(e^{-Jr} W)e^{-Jr} W_1] e^{-Jr} W_1$$

$$+ \frac{1}{a(x)} e^{Jr} \nabla r(e^{-Jr} W)e^{-Jr} W_2 = -\frac{1}{\varepsilon} \partial_s W_2, \tag{2.29}$$

where the tensor $\nabla^2 r(u)$ is defined for all $u \in \mathbb{R}^2$ by $(\nabla^2 r(u))_{i,j,k} = \partial^2 r_i(u)/(\partial u_j \partial u_k)$, for $i,j,k = 1,2$. Using (2.20), $\tilde{W}_2(t,x,\tau) = W_2(s, A^{-1}(A(x) + cs), \tau + \frac{s}{\tau})$ satisfies

$$\partial_s \tilde{W}_2 + \frac{1}{a(\tilde{x})} e^{-J\tilde{x}} [\nabla^2 r(e^{-J\tilde{x}} \tilde{W})e^{-J\tilde{x}} \tilde{W}_1] e^{-J\tilde{x}} \tilde{W}_1$$

$$+ \frac{1}{a(\tilde{x})} e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W})e^{-J\tilde{x}} \tilde{W}_2 = 0.$$

We now use Lemma 2.6 with $\alpha^s(s) = (1/a(\tilde{x})) e^{J\tilde{x}} \nabla r(e^{-J\tilde{x}} \tilde{W})e^{-J\tilde{x}}$ and $\beta^s(s) = (1/a(\tilde{x})) e^{-J\tilde{x}} [\nabla^2 r(e^{-J\tilde{x}} \tilde{W})e^{-J\tilde{x}} \tilde{W}_1] e^{-J\tilde{x}} \tilde{W}_1$. Using (2.22), (2.28) and the assumption on $r$, one deduces that $\alpha^s(s)$ and $\beta^s(s)$ are uniformly bounded, and one just needs to prove that the initial data $\tilde{W}_2(0) = W_2(0)$ is bounded uniformly in $\varepsilon$. Let us recall the expression of $W_2(0)$ using (2.27) at $s=0$

$$W_2(0) = \partial_s W_1(0) = - \frac{c}{a(x)} \partial_x W_1(0)$$

$$- \frac{1}{a(x)} e^{-Jr} \nabla r(e^{-Jr} W(0)) e^{-Jr} W_1(0) - \frac{1}{\varepsilon} \partial_s W_1(0). \tag{2.30}$$
The first term of the second line is uniformly bounded since $W$ and $W_1$ are bounded. Moreover, we already proved that the term $(c/a)\partial_s W_1(0) := (c/a)\partial_s \partial_\tau W(0)$ is uniformly bounded. The term $\frac{1}{ε}\partial_\tau W_1(0)$ needs more care. First we write $W_1(0)$ using (2.19)

$$W_1(0) = \partial_s W(0) = -\frac{c}{a(x)} \partial_\tau W(0) - \frac{1}{a(x)} e^{J\tau r(e^{-J\tau} W(0))} - \frac{1}{ε} \partial_\tau W(0)$$

$$= -\frac{c}{a(x)} \partial_\tau W(0) - \frac{1}{a(x)} e^{J\tau r(e^{-J\tau} W(0))} + \frac{1}{a(x)} (I - \Pi) [e^{J\tau r(e^{-J\tau} \alpha(x))}]$$

$$= -\frac{c}{a(x)} \partial_\tau W(0) + \frac{1}{a(x)} e^{J\tau [r(e^{-J\tau} \alpha(x)) - r(e^{-J\tau} W(0))]}$$

$$- \frac{1}{a(x)} \Pi [e^{J\tau r(e^{-J\tau} \alpha(x))}]. \quad (2.31)$$

Then, we compute $(1/ε)\partial_\tau W_1(0)$

$$\frac{1}{ε} \partial_\tau W_1(0) = -\frac{c}{aε} \partial_\tau^2 W(0) + \frac{1}{aε} \partial_\tau \left[ e^{J\tau [r(e^{-J\tau} \alpha) - r(e^{-J\tau} W(0))]} \right]$$

$$= -\frac{c}{aε} \left[ \frac{εa'}{a}(I - \Pi) [e^{J\tau r(e^{-J\tau} \alpha)]} - \frac{ε}{a} (I - \Pi) [e^{J\tau } \nabla r(e^{-J\tau} \alpha) e^{-J\tau} \alpha'] \right]$$

$$+ \frac{1}{aε} \left[ Je^{J\tau [r(e^{-J\tau} \alpha) - r(e^{-J\tau} W(0))]} + e^{J\tau \nabla r(e^{-J\tau} \alpha) (-J e^{-J\tau} \alpha)} \right]$$

$$= -\frac{ca'}{aε} [I - \Pi] [e^{J\tau r(e^{-J\tau} \alpha)]} + \frac{c}{aε} [e^{J\tau } \nabla r(e^{-J\tau} \alpha) e^{-J\tau} \alpha']$$

$$+ \frac{1}{aε} Je^{J\tau [r(e^{-J\tau} \alpha) - r(e^{-J\tau} W(0))]}$$

$$- \frac{1}{aε} e^{J\tau \nabla r(e^{-J\tau} W(0))} e^{-J\tau} \frac{ε}{a} (I - \Pi) [e^{J\tau r(e^{-J\tau} \alpha)]}$$

$$- \frac{1}{aε} e^{J\tau \nabla r(e^{-J\tau} \alpha) Je^{-J\tau} \alpha - \nabla r(e^{-J\tau} W(0)) Je^{-J\tau} W(0)}$$

Using the fact that $L^{-1}$ is a bounded operator on $C^0(\mathbb{T})$ and the smoothness assumptions on $r$, one gets

$$\left| \frac{1}{ε} \partial_\tau W_1(0) \right| \leq \frac{C}{a_0} (1 + |\alpha|) + \frac{C}{a_0^3} (1 + |\alpha'|) + \frac{1}{a_0 ε} C|\alpha - W(0)|$$

$$+ \frac{C}{a_0^3} (1 + |\alpha| + |W(0)|) + \frac{1}{a_0 ε} C|\alpha - W(0)|.$$

From (2.19), since $W(0) - \alpha = \frac{ε}{a} [G(0, \alpha) - G(\tau, \alpha)]$ with $G$ uniformly bounded, one has

$$\left| \frac{1}{ε} \partial_\tau W_1(0) \right| \leq C.$$

Thus, from (2.30), $W_2(0)$ is uniformly bounded and we conclude with Lemma 2.6 that $\|\tilde{W}_2(s)\|_{L^\infty} \leq C$, so that $\partial_\tau^2 W$ is uniformly bounded.

□
2.4 A numerical scheme for the equation of $V$

In this section, we focus on the numerical analysis of a first order (in time and space) numerical scheme for the equation of $V$: (2.6), with initial condition (2.14), in which the variable $\tau$ is kept continuous. For the sake of simplicity, our convergence analysis will be restricted to constant and nonnegative convection term $c(x) = c$. We also assume that $a(x) \geq a_0$ for all $x \in [0, 1]$, where $a_0$ is a positive constant. The numerical tests, however, will not be restricted by these assumptions.

We define a uniform grid in time $t_n = n\Delta t$ in a time interval $[0, T]$, $n = 0, 1, \ldots, N$, $N\Delta t = T$ and in space $x_j = j\Delta x, j = 0, 1, \ldots, N_x$, $\Delta x = 1/N_x$ in the spatial interval $[0, 1]$ (recall that periodic boundary conditions are considered in space). Denoting $V^n_j(t) \approx V(t_n, x_j, \tau), \tau \in \mathbb{T} = [0, 2\pi]$, the numerical scheme for (2.6) advances the solution from $t_n$ to $t_{n+1}$ through

$$
\frac{V^{n+1}_j - V^n_j}{\Delta t} + c \frac{V^n_j - V^n_{j-1}}{\Delta x} + e^{-i\tau} r(e^{i\tau} V^n_j) = -\frac{a(x_j)}{\varepsilon} \partial_\tau V^{n+1}_j,
$$

(2.32)

with $V^0_j(\tau)$ given by (2.14). In this scheme, the spatial discretization is the upwind scheme. In the following theorem, we prove that the numerical scheme (2.32), with initial data (2.14), is not only a first order approximation of (2.6), but more importantly this first order approximation is uniform in $\varepsilon$.

**Theorem 2.7.** Assume that $a : [0, 1] \to \mathbb{R}$ is a $C^2$ function satisfying $a(x) \geq a_0 > 0, \forall x \in [0, 1]$, and that the CFL condition $c\Delta t/\Delta x < 1$ is satisfied. Then $\exists C > 0$ independent of $\Delta t, \Delta x$ and $\varepsilon$, such that

$$
\sup_{\varepsilon \in [0, 1]} ||V(t_n, x_j) - V^n_j||_{L^\infty} \leq C(\Delta t + \Delta x),
$$

(2.33)

for all $n = 0, \ldots, N$, $n\Delta t \leq T$ and all $j = 0, \ldots, N_x$.

**Proof.** First, we check that the scheme is well defined. Assuming $V^n_j$ is periodic in $\tau$ with period $2\pi$, then it is easy to see that $V^{n+1}_j$ is also periodic with period $2\pi$. We proceed in an analogous way as in [7] and introduce the operator $Q_j$ defined from $C^1(\mathbb{T})$ into $C^0(\mathbb{T})$ by

$$
\forall \tau \in \mathbb{T}, \quad (Q_j g)(\tau) = g(\tau) + \frac{\Delta t a(x_j)}{\varepsilon} (\partial_\tau g)(\tau).
$$

(2.34)

This operator is invertible and its inverse can be written as

$$
\forall \tau \in \mathbb{T}, \quad (Q_j^{-1} g)(\tau) = \frac{\varepsilon/(\Delta t a(x_j))}{\exp(\varepsilon/(\Delta t a(x_j))2\pi) - 1} \int_\tau^{\tau+2\pi} \exp(\varepsilon/(\Delta t a(x_j)))(\theta - \tau))g(\theta)d\theta.
$$

Moreover, since

$$
\frac{\varepsilon/(\Delta t a(x_j))}{\exp(\varepsilon/(\Delta t a(x_j))2\pi) - 1} \int_0^{2\pi} \exp(\varepsilon/(\Delta t a(x_j))\theta)d\theta = 1,
$$
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where (2.32) gives expansions in time and space. On the one side, one gets

\[ V(t_{n+1}, x_j) - V(t_n, x_j) \]
\[ \frac{\Delta t}{\Delta x} \]

\[ = \partial_t V(t_{n+1}, x_j) - \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (t - t_n) \partial^2_t V(t, x_j) dt \]
\[ = -c \partial_x V(t_{n+1}, x_j) - e^{-i \tau} r \left( e^{i \tau} V(t_{n+1}, x_j) \right) - \frac{a(x_j)}{\varepsilon} \partial_x V(t_{n+1}, x_j) \]
\[ - \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (t - t_n) \partial^2_t V(t, x_j) dt. \]

And on the other side,

\[ V(t_n, x_j) - V(t_{n, x_{j-1}}) \]
\[ \frac{\Delta t}{\Delta x} = \partial_x V(t_n, x_j) - \frac{1}{\Delta x} \int_{x_{j-1}}^{x_j} (x - x_{j-1}) \partial^2_x V(t_n, x) dx. \]

Gathering both equalities gives

\[ V(t_{n+1}, x_j) - V(t_n, x_j) + c \int_{t_n}^{t_{n+1}} \frac{\Delta t}{\Delta x} \]
\[ = -c \partial_x V(t_{n+1}, x_j) - e^{-i \tau} r \left( e^{i \tau} V(t_{n+1}, x_j) \right) + (R_t)_n \]
\[ - \frac{a(x_j)}{\varepsilon} \partial_x V(t_{n+1}, x_j) + (R_x)_n, \]
\[ = -c \partial_x V(t_{n+1}, x_j) - V(t_n, x_j) + (R_t)_n + (R_x)_n \]
\[ - e^{-i \tau} r \left( e^{i \tau} V(t_{n+1}, x_j) \right) - \frac{a(x_j)}{\varepsilon} \partial_x V(t_{n+1}, x_j) \]
\[ - e^{-i \tau} r \left( e^{i \tau} V(t_{n+1}, x_j) \right) - \frac{a(x_j)}{\varepsilon} \partial_x V(t_{n+1}, x_j), \]

where \( (R_x)_n = \frac{\varepsilon}{\Delta x} \int_{x_{j-1}}^{x_j} (x - x_{j-1}) \partial^2_x V(t_n, x) dx \) and \( (R_t)_n = -\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (t - t_n) \partial^2_t V(t, x_j) dt \) denote the integral remainders of the previous Taylor expansions.

Denoting by \( \mathcal{E}_j^n = V(t_n, x_j) - V_j^n \) the error, the difference between (2.36) and (2.32) gives

\[ \mathcal{E}_j^{n+1} - \mathcal{E}_j^n \]
\[ \frac{\Delta t}{\Delta x} + c \int_{t_n}^{t_{n+1}} \frac{\Delta t}{\Delta x} \]
\[ + e^{-i \tau} \left[ r \left( e^{i \tau} V(t_{n+1}, x_j) \right) - r \left( e^{i \tau} V_j^n \right) \right] + c \int_{t_n}^{t_{n+1}} \partial^2_x V(t, x_j) dt \]
\[ = (R_x)_n + (R_t)_n - \frac{a(x_j)}{\varepsilon} \partial_x \mathcal{E}_j^{n+1}. \]
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Here, we focus on the third term of the left hand side of (2.37). As in the previous proof, we consider the function \( \tilde{r} \) from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \), of components the real and imaginary part of the function \( r \). We also use the notation \( \tilde{z} = (z_1, z_2) \in \mathbb{R}^2 \) for the real vector valued function composed of the real and imaginary part of any complex value \( z = z_1 + i z_2 \in \mathbb{C} \). Then, the third term of the left hand side of (2.37) becomes

\[
e^{J \tau} \left[ \tilde{r}(e^{-J \tau} \tilde{V}(t_{n+1}, x_j)) - \tilde{r}(e^{-J \tau} \tilde{V}_n) \right]
= e^{J \tau} \left[ \tilde{r}(e^{-J \tau} \tilde{V}(t_{n+1}, x_j)) - \tilde{r}(e^{-J \tau} \tilde{V}(t_n, x_j)) \right] + e^{J \tau} \left[ \tilde{r}(e^{-J \tau} \tilde{V}(t_n, x_j)) - \tilde{r}(e^{-J \tau} \tilde{V}_n) \right]
= e^{J \tau} \int_{t_n}^{t_{n+1}} \nabla \tilde{r}(e^{-J \tau} \tilde{V}(t, x_j))e^{-\tau \mathcal{J}} \partial_t \tilde{V}(t, x_j) dt
+ e^{J t} \int_0^{t} \nabla \tilde{r}(e^{-J \tau} \tilde{V}_n + tc^{-\tau} \mathcal{J} \tilde{\mathcal{E}}^n) dt e^{-\tau \mathcal{J} \tilde{\mathcal{E}}^n}
=: (\tilde{R}_1)^n_j + c \tilde{E}^n_j (\tilde{R}_2)^n_j.
\]

Hence, from (2.37), one can express the error \( \tilde{\mathcal{E}}^{n+1} \) with respect to \( \tilde{\mathcal{E}}^n \) and \( \tilde{\mathcal{E}}^{n-1} \)

\[
\tilde{\mathcal{E}}^{n+1}_j = Q_j^{-1} \left[ \left( 1 - \frac{c \Delta t}{\Delta x} - (\tilde{R}_2)^n_j \Delta t \right) \tilde{\mathcal{E}}^n_j + \frac{c \Delta t}{\Delta x} \tilde{\mathcal{E}}^{n-1}_j + \Delta t \tilde{g}^n_j \right], \tag{2.38}
\]

where \( Q_j \) is given by (2.34) and \( \tilde{g}^n_j = -(\tilde{R}_1)^n_j + (\tilde{R}_2)^n_j + (\tilde{R}_4)^n_j - c \int_{t_n}^{t_{n+1}} \partial_t^2 \tilde{V}(t, x_j) dt \).

First, using Theorem 2.1 and the assumption on \( r \), one has

\[
\| \tilde{g}^n_j \|_{L^\infty} \leq \| (\tilde{R}_1)^n_j \|_{L^\infty} + \| (\tilde{R}_2)^n_j \|_{L^\infty} + \| (\tilde{R}_4)^n_j \|_{L^\infty} + C \Delta t
\leq C \Delta t + C \Delta x + C \Delta t + C \Delta t, \tag{2.39}
\]

where \( C \) is some positive constant which does not depend on \( \varepsilon \). Second, we now consider the \( L^\infty \) norm of (2.38) and use (2.35) to get (under the CFL condition \( c \Delta t < \Delta x \))

\[
\| \tilde{\mathcal{E}}^{n+1}_j \|_{L^\infty} \leq \left\| \left( 1 - \frac{c \Delta t}{\Delta x} + (\tilde{R}_2)^n_j \Delta t \right) \tilde{\mathcal{E}}^n_j + \frac{c \Delta t}{\Delta x} \tilde{\mathcal{E}}^{n-1}_j + \Delta t \tilde{g}^n_j \right\|_{L^\infty}
\leq \max_j \| \tilde{\mathcal{E}}^n_j \|_{L^\infty} + \Delta t \| (\tilde{R}_2)^n_j \|_{L^\infty} \| \tilde{\mathcal{E}}^n_j \|_{L^\infty} + C \Delta t (\Delta t + \Delta x)
\leq \| \tilde{\mathcal{E}}^n_j \|_{L^\infty} (1 + C \Delta t) + C \Delta t (\Delta t + \Delta x),
\]

where we denote by \( \tilde{\mathcal{E}}^n = \max_{j=0,\ldots,N_x} \| \tilde{\mathcal{E}}^n_j \| \). A discrete Gronwall lemma enables one to get the required uniform estimate (coming back to the complex values)

\[
\| \tilde{\mathcal{E}}^n \|_{L^\infty} \leq C(\Delta t + \Delta x) \exp(CT).
\]

\( \square \)

**Remark 2.8.** Higher order methods can be constructed by expanding to higher power in \( \varepsilon \) in the Chapman-Enskog expansion presented in subsection 2.3 and using higher order approximation scheme in time and space. We will not elaborate on this further in this paper.
2.5 The full numerical algorithms

In this section, details of the algorithm for solving $V$ and $S$ are given. Periodic boundary conditions are considered in the $x$ and $\tau$ directions. The uniform grids in time and space are defined as previously. In addition, we also use a uniform mesh for the $\tau$ direction: $\tau_\ell = \ell \Delta \tau$, for $\ell = 0, \ldots, N_\tau, \Delta \tau = 2\pi/N_\tau$.

In the following description, the variable $\tau$ is kept continuous for simplicity. In our numerical experiments, the pseudo spectral method is used for this variable. We denote by $V_n^j(\tau) \approx V(t_n, x_j, \tau)$ and $S_n^j \approx S(t_n, x_j)$ the discrete unknowns.

We start with $V_0^j$ given by (2.14) and $S_0^j = 0$. Then, for all $n \geq 0$, the scheme reads (assuming $c > 0$)

$$\frac{V_{n+1}^j - V_n^j}{\Delta t} + c \frac{V_n^j - V_{n-1}^j}{\Delta x} + e^{-i\tau}r(e^{i\tau}V_n^j) = -\frac{a(x_j)}{\varepsilon} \partial_\tau V_{n+1}^j,$$

$$\frac{S_{n+1}^j - S_n^j}{\Delta t} + c \frac{S_n^j - S_{n-1}^j}{\Delta x} = a(x_j).$$

At the final time $t_f = N \Delta t$ of the simulation, we come back to the original solution $u$ through

$$u(t_f, x_j) = V_N^j \left( \tau = \frac{S_N^j}{\varepsilon} \right). \quad (2.40)$$

Since $S_N^j / \varepsilon$ does not coincide with a grid point $\tau_\ell$, a trigonometric interpolation is performed. Note that higher order numerical schemes can be used and are necessary since one needs to obtain $S_N^j / \varepsilon$ which may lead to large error in (2.40) if $S$ is not computed accurately. In practice we will use the pseudo-spectral method in $x$ to solve the equation for $S$.

2.6 Numerical tests

We present some tests solving (2.1) with $r(u) = u^2 / (u^2 + 2|u|^2)$, $c(x) = \cos^2(x)$, $a(x) = 3/2 + \cos(2x) > 0$ and the following non-oscillatory initial data

$$u(0, x) = 1 + \frac{1}{2} \cos(2x) + i \left[ 1 + \frac{1}{2} \sin(2x) \right], \quad x \in I = [-\pi/2, \pi/2].$$

We compare the solution obtained by a direct method with resolved numerical parameters (smaller than $\varepsilon$) and the solution obtained by the new approach presented previously. The numerical parameters are as follows: $\Delta t = \Delta x/2 = |I|/(2N)$ ($|I|$ being the length of the interval $I$) with $N = N_{ts}$ for the new approach and $N = N_d$ for the direct approach. We choose $N_\tau = 64$.

In Figures 1, 2, 3 and 4, we plot the $\ell \infty$ error in space (as a function of a range of $N_{ts}$) between a reference solution obtained by a direct method with resolved numerical parameters and the solution obtained by the new method. The error is computed for different values of $\varepsilon$, at the final time $t_f = 0.1$, in different configurations.
In Figure 1, the initial data is well-prepared (given by (2.14)) and an exact solution for $S$ is considered. We observe on the left part of Figure 1 that for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$), the new method is uniformly first order accurate both in space and time. On the right part of Figure 1, the error is plotted as a function of $\varepsilon$, for different values of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$); each curve, corresponding to a given $N_{ts}$, is almost constant, indicating that the error is independent from $\varepsilon$.

In Figure 2, the initial data is well-prepared (given by (2.14)) but we now consider a numerical calculation of the phase $S$. We used a first order upwind scheme together with a first order time integrator to compute $S$. Hence, a numerical error $O(\Delta x + \Delta t)$ is generated on $S$, which is divided by $\varepsilon$ to construct the approximation of $u(t_f, x_j)$. This explains the behavior of the curve associated to $\varepsilon = 10^{-3}$ for instance, in the left part of Figure 2. This is also emphasized on the right part of Figure 2: even if the curves do not cross each other, the error increases as $\varepsilon$ decreases. To improve this, the numerical scheme for $S$ is changed to a pseudo-spectral method in space with a fourth-order Runge-Kutta time integrator. The corresponding results are displayed in Figure 3. We observe that, since the error on $S$ is now very small, the uniform accuracy is recovered.

In Figure 4, an exact calculation of the phase $S$ is considered but now the initial data $V^0_j = u(0, x_j)$ is not a corrected one. As expected (see [9, 7]), the uniform accuracy is lost since the error depends on $\varepsilon$, but we can observe that the numerical error is still small even for small $\varepsilon$.

In Figure 5, the same diagnostics as before are displayed, but we explore the possibility for $a$ to vanish at isolated points by considering $a(x) = 1 + \cos(2x)$. With this choice of $a$, Theorem 2.4 does not apply directly. We consider the case with a corrected initial data and an exact calculation for $S$. The same results as before are obtained in the case of vanishing $a$: the new method is first order uniformly accurate in $\varepsilon$.

Then, we consider the asymptotic model given by (2.15) for which a standard numerical approximation (first order upwind scheme in space and first order explicit time integrator) is used to get $\bar{u}(t_f, x)$. Then, the quantity $e^{-iS(t_f, x)}/\varepsilon \bar{u}(t_f, x)$ is computed where the phase $S$ is solved exactly. In Figure 6, the error ($\ell^\infty$ in space) between $e^{-iS(t_f, x)}/\varepsilon \bar{u}(t_f, x)$ and the solution of the new method is displayed as a function of $\varepsilon$ (logarithmic scale). The error between the two models is $O(\varepsilon)$. This numerically justifies Remark 2.3.

Finally, in Figures 7 and 8, we illustrate the space-time oscillations arising in the solution, with $a(x) = 3/2 + \cos(2x) > 0$. In Figure 7, the space dependence of the real part of the solution $u(t_f = 1, x)$ is displayed for $\varepsilon = 5 \cdot 10^{-3}$. A reference solution (obtained by a direct method with resolved numerical parameters $N_d = 4000$ and $\Delta t = 5 \cdot 10^{-4}$) and the solution obtained by the new approach (with $N_{ts} = 100$ and $\Delta t = \pi/200 \approx 0.0157$, $N_r = 16$, well-prepared initial data and an exact $S$) are plotted in the left part of Figure 7 (the right being a zoom of the left part). We can observe that the new method is able to capture very well high oscillations in space.

In Figure 8, we focus on time oscillations by considering the following time
Figure 1: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and exact computation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\epsilon$ ($\epsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\epsilon$ for different $N_{ts}$.

dependent quantity (root mean square type)

$$R(t) = \left| \int_I u(t, x) x \, dx \right|.$$ 

The numerical quadrature for the reference solution is performed on the mesh used for the new method. Using the same parameters as before, one can observe that the solution of the new method fits very well with the reference solution even when the oscillations are not resolved by the time step $\Delta t \approx 0.0157$. The right part of Figure 8 is a zoom of the left part.
Figure 2: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and numerical approximation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$.
Figure 3: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and an improved numerical approximation for $S$ (pseudo-spectral in space and 4th order Runge-Kutta). Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 4: Plot of the $\ell^\infty$ error for the new method without corrected initial condition and exact computation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 5: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and exact computation for $S$, in the case where $a$ vanishes ($a(x) = 1 + \cos(2x)$) at isolated points. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 6: Plot of the $\ell^\infty$ error (log-log scale) between the solution of the asymptotic model (2.15) and the one obtained by the new method, as function of $\varepsilon$.

Figure 7: Comparison between a reference solution and the solution of the new method (with initial correction and exact computation for $S$), for $\varepsilon = 5 \cdot 10^{-3}$, $t_f = 1$. Left: space dependence of the real part of the unknown. The right part is a zoom of the left part.
Figure 8: Time history of $R$. Comparison between a reference solution and the solution of the new method (with initial correction and exact computation for $S$), for $\varepsilon = 5 \cdot 10^{-3}$, $t_f = 1$. The right part is a zoom of the left part.
3 Extension to a class of PDE systems

In this section, we focus on systems of equations and consider the case where \( u(t, x) \in \mathbb{C}^2 \) satisfies a hyperbolic system of the following form (with \( t \geq 0, x \in \mathbb{R} \))

\[
\partial_t u + A(x) \partial_x u + R(u) = \frac{iE(t,x)}{\varepsilon} Du + Cu, \quad u(t = 0, x) = u_0(x),
\]

where \( R(u) = (R_1(u), R_2(u)) \in \mathbb{C}^2 \) is a nonlinear term, \( E \) is a real scalar function, \( C \) is a \( 2 \times 2 \) constant matrix and

\[
A(x) = \begin{pmatrix} a_1(x) & 0 \\ 0 & a_2(x) \end{pmatrix}, \quad D = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \quad C = \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix}.
\]

This model is a simplified version of a more physical model to be studied in section 3.5.

We first illustrate that ansatz like \( u_k(t, x) = \alpha_k(t,x) e^{iS_k(t,x)/\varepsilon}, k = 1, 2 \) is not smoothly propagated in the following sense: high order time derivatives of \( \alpha_k \) are not uniformly bounded with respect to \( \varepsilon \). For example, if one wants to construct a first order uniformly accurate numerical scheme, one needs the second time derivative of the continuous solution to be uniformly bounded.

Inserting this ansatz \( u_k(t, x) = \alpha_k(t,x) e^{iS_k(t,x)/\varepsilon}, k = 1, 2 \) in (3.1), one gets

\[
\partial_t \alpha_1 + a_1 \partial_x \alpha_1 + \frac{i}{\varepsilon} [\partial_t S_1 + a_1 \partial_x S_1] \alpha_1 + R_1(u_1, u_2) e^{-iS_1/\varepsilon} = C_{11} \alpha_1 + C_{12} \alpha_2 e^{i(S_2-S_1)/\varepsilon},
\]

\[
\partial_t \alpha_2 + a_2 \partial_x \alpha_2 + \frac{i}{\varepsilon} [\partial_t S_2 + a_2 \partial_x S_2] \alpha_2 + R_2(u_1, u_2) e^{-iS_2/\varepsilon} = -\frac{iE}{\varepsilon} \alpha_2 + C_{21} \alpha_1 e^{i(S_1-S_2)/\varepsilon} + C_{21} \alpha_2.
\]

Set

\[
\partial_t S_1 + a_1 \partial_x S_1 = 0, \quad S_1(0, x) = 0,
\]

\[
\partial_t S_2 + a_2 \partial_x S_2 = -E, \quad S_2(0, x) = 0,
\]

thus \( S_1(t, x) \equiv 0 \), while \( \alpha = (\alpha_1, \alpha_2)^T \) is governed by

\[
\partial_t \alpha + A(x) \partial_x \alpha + \mathcal{R}(\alpha, S) = B \alpha,
\]

with

\[
\mathcal{R}(\alpha, S) = \begin{pmatrix} R_1(\alpha_1 e^{iS_1/\varepsilon}, \alpha_2 e^{iS_2/\varepsilon}) e^{-iS_1/\varepsilon} \\ R_2(\alpha_1 e^{iS_1/\varepsilon}, \alpha_2 e^{iS_2/\varepsilon}) e^{-iS_2/\varepsilon} \end{pmatrix}, \quad B = \begin{pmatrix} C_{11} & C_{12} e^{i(S_2-S_1)/\varepsilon} \\ C_{21} e^{i(S_1-S_2)/\varepsilon} & C_{22} \end{pmatrix}.
\]

We can observe that the solution \( \alpha \) of this equation still involves oscillations of amplitude \( \varepsilon \), which is not acceptable for our purpose, since we require the second time derivative to be uniformly bounded. However, let us mention that when only asymptotic regimes are considered (\( \varepsilon \ll 1 \)), nonlinear multiphase geometric optics (see [39]) can be used (also when both initial oscillations and a singular coefficient \( a/\varepsilon \) are involved in the system). In the sequel, we will extend our approach to the case of systems.
To do so, we consider the augmented function \( U(t, x, \tau) \) such that

\[
U(t, x, S(t, x)/\varepsilon) = u(t, x).
\]

Then, \( U = (U_1, U_2) \) satisfies

\[
\begin{align*}
\partial_t U_1 + a_1 \partial_x U_1 + \frac{1}{\varepsilon} (\partial_t S + a_1 \partial_x S) \partial_x U_1 + R_1(U_1, U_2) &= C_{11} U_1 + C_{12} U_2, \\
\partial_t U_2 + a_2 \partial_x U_2 + \frac{1}{\varepsilon} (\partial_t S + a_2 \partial_x S) \partial_x U_2 + R_2(U_1, U_2) &= -\frac{iE}{\varepsilon} U_2 + C_{21} U_1 + C_{22} U_2.
\end{align*}
\]

The equation for the phase \( S \) writes

\[
\partial_t S + a_2 \partial_x S = E, \quad S(0, x) = 0,
\]

and the equations for \((U_1, U_2)\) become

\[
\begin{align*}
\partial_t U_1 + a_1 \partial_x U_1 + \frac{1}{\varepsilon} [(a_1 - a_2) \partial_x S + E] \partial_x U_1 + R_1(U_1, U_2) &= C_{11} U_1 + C_{12} U_2, \\
\partial_t U_2 + a_2 \partial_x U_2 + R_2(U_1, U_2) &= -\frac{E}{\varepsilon} \partial_x U_2 + C_{21} U_1 + C_{22} U_2.
\end{align*}
\]

Setting \( V_2 = e^{i\tau} U_2 \), we finally obtain

\[
\begin{align*}
\partial_t U_1 + a_1 \partial_x U_1 + R_1(U_1, e^{-i\tau} V_2) - C_{11} U_1 - C_{12} e^{-i\tau} V_2 &= -\frac{1}{\varepsilon} \partial_x S \partial_x U_1, \\
\partial_t V_2 + a_2 \partial_x V_2 + e^{i\tau} R_2(U_1, e^{-i\tau} V_2) - C_{21} e^{i\tau} U_1 - C_{22} V_2 &= -\frac{E}{\varepsilon} \partial_x V_2.
\end{align*}
\]

3.1 A suitable initial data for system (3.2)

Equation (3.2) needs initial data \( U_1(0, x, \tau) \) and \( V_2(0, x, \tau) \). This initial data \( U(0, x, \tau) \) will be chosen such that the two following conditions are satisfied:

- \( U(0, x, 0) = u_0(x) = (f_1^{in}(x), f_2^{in}(x)). \)
- The solution to (3.2) is smooth with respect to \( \varepsilon \): the successive derivatives in \textit{time and space} (up to some order \( p \geq 1 \)) are bounded uniformly in \( \varepsilon \).

The approach is similar to the scalar case, and similar notations will be used in the following analysis.

We decompose the solutions \( U_1 \) and \( V_2 \) as \( U_1 = U_1^0 + U_1^1 \) and \( V_2 = V_2^0 + V_2^1 \), where \( U_1^0 = \Pi U_1 \) and \( V_2^0 = \Pi V_2 \). Injecting the decomposition into (3.2) and
applying \((I - \Pi)\) to \((3.2)\), one gets

\[
\partial_t U_1^1 + a_1 \partial_x U_1^1 + (I - \Pi)[R_1(U_1, e^{-i\tau} V_2)] - C_{11} U_1^1 - C_{12}(I - \Pi)[e^{-i\tau} V_2] = -\frac{1}{\epsilon} [E + (a_1 - a_2)\partial_x S] \partial_x U_1^1,
\]

\[
\partial_t V_2^1 + a_2 \partial_x V_2^1 + (I - \Pi)[e^{i\tau} R_1(U_1, e^{-i\tau} V_2)] - C_{21}(I - \Pi)[e^{i\tau} U_1] - C_{22} V_2^1 = -\frac{E}{\epsilon} \partial_x V_2^1.
\]

This implies that

\[
U_1^1 = \frac{\epsilon C_{12}}{E + (a_1 - a_2)\partial_x S} [\mathcal{L}^{-1}(e^{-i\tau}) V_2^0 + \mathcal{L}^{-1}(I - \Pi) (R_1(U_1^0, e^{-i\tau} V_2^0))] + O(\epsilon^2),
\]

\[
V_2^1 = -\frac{\epsilon C_{21}}{E} [\mathcal{L}^{-1}(e^{i\tau}) U_1^0 + \mathcal{L}^{-1}(I - \Pi) (e^{i\tau} R_2(U_1^0, e^{-i\tau} V_2^0))] + O(\epsilon^2),
\]

which explicitly gives (using \(\mathcal{L}^{-1}(e^{\pm i\tau}) = \mp i e^{\pm i\tau}\))

\[
U_1^1 = \frac{i\epsilon C_{12}}{E + (a_1 - a_2)\partial_x S} [e^{-i\tau} V_2^0 + \mathcal{L}^{-1}(I - \Pi) (R_1(U_1^0, e^{-i\tau} V_2^0))] + O(\epsilon^2),
\]

and

\[
V_2^1 = -\frac{i\epsilon C_{21}}{E} [e^{i\tau} U_1^0 - \mathcal{L}^{-1}(I - \Pi) (e^{i\tau} R_2(U_1^0, e^{-i\tau} V_2^0))] + O(\epsilon^2).
\]

To find the suitable initial condition for \(U_1\) and \(V_2\), one uses \(U_k(t = 0, x, 0) = f_k^{in}(x), k = 1, 2\), so that one needs to solve the nonlinear system in \((U_1^0, V_2^0)(0, x)\). Assuming for simplicity that \(R_1 = R_2 = 0\), one has to solve the following linear system in \((U_1^0, V_2^0)(0, x)\)

\[
U_1^0(0, x) + \frac{i\epsilon C_{12}}{E(0, x)} V_2^0(0, x) = f_1^{in}(x), \quad V_2^0(0, x) - \frac{i\epsilon C_{21}}{E(0, x)} U_1^0(0, x) = f_2^{in}(x).
\]

The solutions are

\[
U_1^0 = \frac{1}{E^2 - \epsilon^2 C_{21} C_{12}} (E^2 f_1^{in} - i C_{12} \epsilon E f_2^{in})
\]

\[
V_2^0 = \frac{1}{E^2 - \epsilon^2 C_{21} C_{12}} (i \epsilon C_{21} E f_1^{in} + E^2 f_2^{in}).
\]

Thus, the initial conditions with first order correction writes

\[
\begin{cases}
U_1(0, x, \tau) = f_1^{in} + \frac{i\epsilon EC_{12}}{E^2 - \epsilon^2 C_{12} C_{21}} (e^{-i\tau} - 1) f_2^{in}, \\
U_2(0, x, \tau) = \frac{i\epsilon EC_{21}}{E^2 - \epsilon^2 C_{12} C_{21}} (e^{-i\tau} - 1) f_1^{in} + e^{-i\tau} f_2^{in}.
\end{cases}
\]

(3.4)
3.2 A numerical scheme for the $2 \times 2$ system (3.2)

Denoting $U^n_1(x, \tau) \approx U_1(t^n, x, \tau)$ and $V^n_2(x, \tau) \approx V_2(t^n, x, \tau)$ the approximations of the solution to (3.2) which satisfy the following numerical (semi-discrete in time) scheme

$$
\begin{aligned}
\frac{U^{n+1}_1 - U^n_1}{\Delta t} + a_1 \partial_x U^n_1 - C_{11} U^n_1 - C_{12} e^{-i\tau} V^n_2 &= -\frac{1}{\varepsilon} [E^n + (a_1 - a_2)\partial_x S^n] \partial_\tau U^{n+1}_1, \\
\frac{V^{n+1}_2 - V^n_2}{\Delta t} + a_2 \partial_x V^n_2 - C_{21} e^{i\tau} U^n_1 - C_{22} V^n_2 &= -\frac{E^n}{\varepsilon} \partial_\tau V^{n+1}_2,
\end{aligned}
$$

(3.5)

whereas for the phase $S$, we use

$$
\frac{S^{n+1} - S^n}{\Delta t} + a_2 \partial_x S^n = E^n.
$$

At initial time $n = 0$, we use the corrected initial condition (3.4). For the space approximation, we use the pseudo-spectral scheme in the periodic variable $\tau$ and a first order upwind scheme for the transport terms in $x$ (high order methods will be used for the approximation of $S$ (as discussed in the scalar case), as well as semi-Lagrangian method). Then, from $(U^n_1, V^n_2, S^n(x))$, we can construct an approximation of $u(t^n, x) = (u_1(t^n, x), u_2(t^n, x))$ solution to (3.1) through the relation

$$
u_1(t^n, x) = U^n_1(x, \tau = S^n(x)/\varepsilon), \quad u_2(t^n, x) = e^{-iS^n(x)/\varepsilon} V^n_2(x, \tau = S^n(x)/\varepsilon),$$

where the evaluation at $\tau = S^n(x)/\varepsilon$ is performed by trigonometric interpolation since the solution are periodic with respect to the $\tau$ variable.

3.3 Numerical results

This section is devoted to numerical illustration of the new approach for the case of 2x2 systems. We solve (3.1) with $a_1(x) = 1, a_2(x) = 4, R(u) = 0, E(t, x) = 3/2 + \cos(x)$, and

$$C = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

We consider the following initial condition

$$u(t = 0, x) = \left(1 + \frac{1}{2} \cos(x) + i \sin(x), 1 + \frac{1}{2} \cos(x) + i \sin(x)\right), \quad x \in [0, 2\pi].$$

As in the scalar case, we compare the solution obtained by a direct method (time splitting with exact (in time) integration of each substep) and by the new approach. The direct method uses resolved parameters so its solution provides a reference which will be compared to the solution of the new method. For this
latter method, the following numerical parameters are used: $\Delta x = 2\pi/N_{ts}$, $\Delta t = \Delta x/(2 \max(a_1, a_2))$, $N_\tau = 64$, where $N_{ts}$ is the number of (uniform) grid points in the spatial direction.

In the following figures, we are interested in the $\ell^\infty$ error in space (for different values of $N_{ts}$) at the final time $t_f = 0.1$, between the new method and the reference solution, for different values of $\varepsilon$.

In Figure 9, the solution obtained with the new method is computed with the corrected initial condition and with an exact solution for the phase $S$. We plot the $\ell^\infty$ error for different values of $\varepsilon$ as a function of $N_{ts}$ (left part) and the $\ell^\infty$ error as a function of $\varepsilon$ for different $N_{ts}$ (right part). As in the scalar case, the uniform accuracy is observed: the order of accuracy is independent of $\varepsilon$ and the error is constant with respect to $\varepsilon$.

In Figure 10, we study the influence of the numerical approximation of $S$ on the error. We used for the approximation of $S$ a first order upwind scheme in space with a first order time integrator. We plot the same diagnostics as before. As in the scalar case, we observe a bad behavior when $\varepsilon$ becomes small. Then, in Figure 11, we consider an improved numerical approximation of $S$ by using a pseudo-spectral method in space with a 4th-order Runge-Kutta time integrator. We then observe that the uniform accuracy is recovered.

In Figure 12, an exact computation of $S$ is used but the initial data is not corrected. Again, we plot the $\ell^\infty$ error. As expected the uniform accuracy is lost, in particular in the intermediate regime.

Finally, in the following figures, we illustrate the performances of the new method using the same data as before except the initial condition

$$u(t = 0, x) = \left(1 + \frac{1}{2} \cos(x), 1 + \frac{1}{2} \cos(x)\right), \quad x \in [0, 2\pi].$$

We compare a reference solution (computed with a direct method using resolved numerical parameters $N_d = 4000, \Delta t = 10^{-4}$) and the solution of the new method at $t_f = 1$, for $\varepsilon = 0.01$. For the new method, we choose $N_{\tau} = 8$, a well-prepared initial condition, an exact phase $S$ and different values of $N_{ts}$ are considered. In Figure 13, we plot the real and imaginary part of the first component of the solution as a function of space for $N_{ts} = 20, 40, 100$ (and $\Delta t = 2\pi/(2N_{ts} \max(a_1, a_2))$). Even with a very coarse mesh, we observe that the new method is able to capture the high space oscillations of the solution. In Figure 14, the real part of the second component of the solution is displayed as a function of $x$, for $N_{ts} = 20, 40, 100$. On the right column (which is a zoom of the left one), we see that the new solution almost coincides with the reference one even if the spatial mesh $\Delta x \approx 0.31, 0.15, 0.06$ is large compared to the size of the smallest oscillations (of order $\varepsilon = 0.01$).

### 3.4 An application to a semiclassical surface hopping model

We now show that the general approach described above can be applied to efficiently solve the following semiclassical surface hopping model, introduced in [6]:
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Figure 9: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and exact computation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 10: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and numerical approximation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 11: Plot of the $\ell^\infty$ error for the new method with corrected initial condition and an improved numerical approximation for $S$ (pseudo-spectral in space and 4th order Runge-Kutta). Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 12: Plot of the $\ell^\infty$ error for the new method without corrected initial condition and an exact computation for $S$. Left: error (log-log scale) as a function of $N_{ts}$ ($N_{ts} = 20, 40, 100, 200, 1000$) for different values of $\varepsilon$ ($\varepsilon = 1, \ldots, 10^{-3}$). Right: error (log-log scale) as a function of $\varepsilon$ for different $N_{ts}$. 
Figure 13: The first component of the solution (left column: real part, right column: imaginary part) as a function of $x$ at time $t_f = 1, \varepsilon = 0.01$. Comparison between the reference solution (with $N_d = 4000, \Delta t = 10^{-4}$) and the new method with $N_{ts} = 100, 40, 20$ (from top to bottom).
Figure 14: The real part of the second component of the solution as a function of $x$ at time $t_f = 1$, $\varepsilon = 0.01$. Comparison between the reference solution (with $N_d = 4000$, $\Delta t = 10^{-4}$) and the new method with $N_{ts} = 100, 40, 20$ (from top to bottom).
\[ \partial_t f^+ + p \cdot \nabla_x f^+ - \nabla_x (U + E) \cdot \nabla_p f^+ = \frac{\bar{v}}{\varepsilon} f^+ + \bar{b} \mathcal{F}^i, \]
\[ \partial_t f^- + p \cdot \nabla_x f^- - \nabla_x (U - E) \cdot \nabla_p f^- = \frac{-\bar{v}}{\varepsilon} f^- - b^i \mathcal{F}^i, \]
\[ \partial_t f^i + p \cdot \nabla_x f^i - \nabla_x U \cdot \nabla_p f^i = -i \frac{2E}{\varepsilon} f^i + b^i (f^- - f^+) + (b^+ - b^-) f^i, \]

where \((f^+(t, x, p), f^-(t, x, p), f^i(t, x, p)) \in \mathbb{R} \times \mathbb{R} \times \mathbb{C}, (t, x, p) \in \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d,\) and \(b^\pm \in \mathbb{C}, b^i \in \mathbb{C}, U \in \mathbb{R}, E \in \mathbb{R}\) are given functions depending only on the space variable \(x.\) We denote also by
\[(f^+(0, x, p), f^-(0, x, p), f^i(0, x, p)) = (f^+_m(x, p), f^-_m(x, p), f^i_m(x, p))\]
the initial conditions.

This model approximates semiclassically the nucleaonic Schrödinger system arising from the Born-Oppenheimer approximation with non-adiabatic corrections. The right hand side describes the interband transition between different potential energy surfaces (\(2E\) is the band gap between two energy surfaces), and the coefficients are related to Berry connection. We refer to \([6]\) for more details.

As explained above, the general idea is to introduce a phase \(S(t, x, p)\) designed to follow the main oscillations in this model. We then consider the phase \(S(t, x, p),\) solution to
\[ \partial_t S + p \cdot \nabla_x S + \nabla_x U \cdot \nabla_p S = 2E, \quad S(0, x, p) = 0, \quad (3.7)\]
and introduce the augmented unknowns \((F^\pm, F^i)(t, x, p, \tau)\) satisfying
\[ f^\pm(t, x, p) = F^\pm(t, x, p, S(t, x, p)/\varepsilon), \quad f^i(t, x, p) = F^i(t, x, p, S(t, x, p)/\varepsilon). \]

One then has:
\[ \partial_t F^+ + p \cdot \nabla_x F^+ - \nabla_x (U + E) \cdot \nabla_p F^+ = -\frac{1}{\varepsilon} (2E - \nabla_x (2U + E) \cdot \nabla_p S) \partial_x F^+ + \bar{b}^i F^i + \bar{b}^i \mathcal{F}^i, \]
\[ \partial_t F^- + p \cdot \nabla_x F^- - \nabla_x (U - E) \cdot \nabla_p F^- = -\frac{1}{\varepsilon} (2E - \nabla_x (2U - E) \cdot \nabla_p S) \partial_x F^- - \bar{b}^i F^i - \bar{b}^i \mathcal{F}^i, \]
\[ \partial_t F^i + p \cdot \nabla_x F^i + \nabla_x U \cdot \nabla_p F^i = -\frac{2E}{\varepsilon} (\partial_x F^i + i F^i) + b^i (F^- - F^+) + (b^+ - b^-) F^i. \quad (3.8)\]

Let \(G^i = e^{i\tau} F^i,\) then
\[ \partial_t F^+ + p \cdot \nabla_x F^+ - \nabla_x (U + E) \cdot \nabla_p F^+ = -\frac{\varepsilon}{\varepsilon} \partial_x F^+ + \bar{b} e^{-i\tau} G^i + \bar{b}^i e^{i\tau} \mathcal{G}^i, \]
\[ \partial_t F^- + p \cdot \nabla_x F^- - \nabla_x (U - E) \cdot \nabla_p F^- = -\frac{\varepsilon}{\varepsilon} \partial_x F^- - \bar{b} e^{-i\tau} G^i - \bar{b}^i e^{i\tau} \mathcal{G}^i, \]
\[ \partial_t G^i + p \cdot \nabla_x G^i + \nabla_x U \cdot \nabla_p G^i = -\frac{2E}{\varepsilon} \partial_x G^i + b^i e^{i\tau} (F^- - F^+) + (b^+ - b^-) G^i, \quad (3.9)\]
where $E^\pm = 2E - \nabla_x (2U \pm E) \cdot \nabla_p S$. This system needs initial data $F(0, x, p, \tau)$ and $G^i(0, x, p, \tau)$, which will be determined in a such way that the corresponding solution is smooth with respect to $\varepsilon$. We proceed as in Section 3.1 for the $2 \times 2$ model. Let

$$F^i_0 = \Pi F^\pm, \quad F^i_1 = (I - \Pi)F^\pm, \quad G^i_0 = \Pi G^i, \quad G^i_1 = (I - \Pi)G^i.$$  

We have

$$G^i = G^i_0 - i \frac{\varepsilon}{2E} b^i e^{i\tau} (F^i_0 - F^i_0) + O(\varepsilon^2),$$

$$F^+ = F^+_0 + i \frac{\varepsilon}{E^+} \left( \bar{b}^i e^{-i\tau} G^i_0 - b^i e^{i\tau} \bar{G}^i_0 \right) + O(\varepsilon^2),$$

$$F^- = F^-_0 - i \frac{\varepsilon}{E^-} \left( \bar{b}^i e^{-i\tau} G^i_0 - b^i e^{i\tau} \bar{G}^i_0 \right) + O(\varepsilon^2).$$  

(3.10)

To fit with the initial data $(f^+_i, f^-_i, f^i_1)$, we set

$$G^i_0 - i \frac{\varepsilon}{2E} b^i (F^i_0 - F^i_0) = f^i_i,$$

$$F^+_0 + i \frac{\varepsilon}{E^+} \left( \bar{b}^i G^i_0 - b^i \bar{G}^i_0 \right) = f^+_i,$$

$$F^-_0 - i \frac{\varepsilon}{E^-} \left( \bar{b}^i G^i_0 - b^i \bar{G}^i_0 \right) = f^-_i.$$

This gives

$$F^+_0 = f^+_i - i \frac{\varepsilon}{E^+} \left( \bar{b}^i f^i_1 - b^i \bar{f}^i_1 \right),$$

$$F^-_0 = f^-_i + i \frac{\varepsilon}{E^-} \left( \bar{b}^i f^i_1 - b^i \bar{f}^i_1 \right),$$

$$G^i_0 = f^i_1 - i \frac{\varepsilon}{2E} b^i (f^+_i - f^-_i).$$

Reporting these expressions in (3.10) yields

$$F^+(0, x, p, \tau) = f^+_i - i \frac{\varepsilon}{E^+} \left( \bar{b}^i f^i_1 (1 - e^{-i\tau}) - b^i \bar{f}^i_1 (1 - e^{i\tau}) \right),$$

$$F^-(0, x, p, \tau) = f^-_i + i \frac{\varepsilon}{E^-} \left( \bar{b}^i f^i_1 (1 - e^{-i\tau}) - b^i \bar{f}^i_1 (1 - e^{i\tau}) \right),$$

$$G^i(0, x, p, \tau) = f^i_1 + i \frac{\varepsilon}{2E} b^i (e^{i\tau} - 1) (f^+_i - f^-_i).$$  

(3.11)

3.5 Numerical results

We consider the following initial conditions for (3.6) with $x, v \in [-2\pi, 2\pi]$

$$f_+(t = 0, x, p) = (1 + 0.5 \cos(x)) \frac{e^{-p^2/2}}{\sqrt{2\pi}},$$

$$f_-(t = 0, x, p) = (1 + 0.5 \cos(x)) \frac{e^{-p^2/2}}{\sqrt{2\pi}},$$

$$f_i(t = 0, x, p) = \left[ (1 + 0.5 \sin(x)) + i (1 + 0.5 \cos(x)) \right] \frac{e^{-p^2/2}}{\sqrt{2\pi}},$$

and the following expression for $E$, $b_i$ and $b_\pm$

$$E(x) = 1 - \cos(x/2) + \varepsilon, \quad b_i(x, p) = -\frac{1}{2} \sin(p + 1), \quad b_\pm = 0.$$  
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Notice that with this choice of $E$, the narrowest band gap $2E = 2\varepsilon$ which describes the so-called "avoided-crossing" case (see [6]). We will compare a direct simulation of the model (3.6) (using time splitting and pseudo-spectral methods in space) with our new approach (3.9) (using time splitting, pseudo-spectral methods in space also and the well-prepared initial condition (3.11)). Moreover, periodic boundary conditions are considered in both $x$ and $p$.

In the sequel, we detail the steps of the two methods (direct and new). First, we introduce the following notations: $A = \text{diag}(-\nabla_x(U + E), -\nabla_x(U - E), \nabla_x U, \nabla_x U)$, and $E = \text{diag}(-\varepsilon^+, -\varepsilon^-, -2E, -2E)$ whereas the matrix $B_\tau$ is given by

$$B_\tau = \begin{pmatrix} 0 & 0 & 2b^i \cos \tau & 2b^i \sin \tau \\ 0 & 0 & -2b^i \cos \tau & -2b^i \sin \tau \\ -b^i \cos \tau & b^i \cos \tau & 0 & 0 \\ -b^i \sin \tau & b^i \sin \tau & 0 & 0 \end{pmatrix},$$

and $B$ by

$$B = \begin{pmatrix} 0 & 0 & 2b^i & 0 \\ 0 & 0 & -2b^i & 0 \\ -b^i & b^i & 0 & 2E/\varepsilon \\ 0 & 0 & -2E/\varepsilon & 0 \end{pmatrix}.$$

Then, the direct numerical scheme for (3.6) writes (with $f = (f^+, f^-, \text{Re}(f^i), \text{Im}(f^i)) \in \mathbb{R}^4$)

- solve $\partial_t f + p\partial_x f = 0$ with spectral method in space and exact integration in time,
- solve $\partial_t f + A\partial_p f = 0$ with spectral method in space and exact integration in time,
- solve $\partial_t f = B f$ (with $B$ a 4x4 matrix given above) exactly in time.

The numerical scheme for (3.9) is (with $F = (F^+, F^-, \text{Re}(G^i), \text{Im}(G^i)) \in \mathbb{R}^4$)

- solve $\partial_t F + p\partial_x F = 0$ with spectral method in space and exact integration in time,
- solve $\partial_t F + A\partial_p F = 0$ with spectral method in space and exact integration in time,
- solve $\partial_t F = B_\tau F$ (with $B_\tau$ a 4x4 matrix given above) exactly in time,
- solve $\partial_t F = \frac{1}{\varepsilon} E\partial_\tau F$ with a pseudo-spectral method in $\tau$ and an implicit Euler scheme in time (exact time integration in the Fourier space can also be done).

The equation (3.7) on $S$ is solved using a time splitting method (between transport and right hand side) and spectral methods are used in $(x, p)$. 
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In Figure 15, we plot the space dependence of the solution \( f(t_f = 2, x, p = 0) \) and of the densities \( \rho(t_f = 2, x) = \int_R f(t_f = 2, x, p)dp \), for \( \varepsilon = 1 \) for the direct and the new methods. The reference solution uses \( \Delta t = 0.05, N_x = 256, N_p = 64 \) whereas for the new method, we choose \( \Delta t = 0.05, N_x = 32, N_p = 64 \) and \( N_r = 8 \). First, we observe that the new method captures well the solution for both diagnostics. Second, the CPU time is about 15 s for the reference method whereas for the new method, it is about 1 min.

In Figures 16, we consider the densities \( \rho(t_f = 2, x) = \int_R f(t_f = 2, x, p)dp \) as before, but with \( \varepsilon = 1/32 \). The reference solution uses now \( \Delta t = 0.02, N_x = 512, N_p = 64 \) whereas we still choose \( \Delta t = 0.05, N_x = 32, N_p = 64 \) and \( N_r = 8 \) for the new method. Then, the CPU time for the reference method is now 75 s and is still 1 min for the new method. Even for this value of \( \varepsilon \), the solution is highly oscillatory (the \( f^i \) part in particular) and the new method behaves very well even its mesh is coarser than the spatial oscillations.

Finally, in Figures 17, we consider \( \varepsilon = 1/256 \) and \( t_f = 0.2 \) and display the densities \( \rho(t_f = 2, x) = \int_R f(t_f = 2, x, p)dp \). The numerical parameters for the reference method have been chosen to resolve the space-time oscillations (\( \Delta t = 0.0005, N_x = 4096, N_p = 64 \)) so that the CPU time is 1420 s. The numerical parameters of the new method are still fixed (so as its CPU time). The same conclusions as before arise.
4 Conclusion

In this work, for a class of highly oscillatory hyperbolic systems of transport equations, we introduced a new numerical method which allows one to obtain accurate numerical solutions with mesh size and time step independent of the (possibly very small) wave length. The central ideas include a geometric optics based ansatz, which builds the oscillatory phase into an independent variable, and a suitably chosen initial data derived from the Chapman-Enskog expansion. For a scalar model we prove that a first order approximation converges with a first order accuracy uniformly in the wave length, and the method is also extended to a system that arises in semiclassical modeling of surface hopping, which deals with quantum transition between different energy bands. Numerous numerical examples demonstrate that the method has the desired property of capturing the pointwise solutions of highly oscillatory waves with mesh sizes much larger than the wave length.

In the future, we will extend the method to higher dimensions, conduct more theoretical investigation on the method for systems, and study other interesting non-adiabatic quantum dynamics problems.
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Figure 15: $\varepsilon = 1$. From top left to bottom right: space dependence of $f^+$, $f^-$, \(\text{Re}(f^i)\) and \(\text{Im}(f^i)\) at $p = 0$, and space dependence of the densities $\rho^+$, $\rho^-$, \(\text{Re}(\rho^i)\) and \(\text{Im}(\rho^i)\).
Figure 16: $\varepsilon = 1/32$. Space dependence of the densities: (i) First line: $\rho^+$ and $\rho^-$. (ii) Second line: $\text{Re}(\rho^i)$ and $\text{Im}(\rho^i)$. (iii) Third line: $\text{Re}(\rho^i)$ (zoom) and $\text{Im}(\rho^i)$ (zoom).
Figure 17: $\varepsilon = 1/256$. Space dependence of the densities: (i) First line: $\rho^+$ and $\rho^-$. (ii) Second line: Re($\rho^i$) and Im($\rho^i$). (iii) Third line: Re($\rho^i$) (zoom) and Im($\rho^i$) (zoom).


