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\begin{align*}
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\text{WKL}_0 & \downarrow \quad \text{RCA}_0
\end{align*}
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4. FRA is equivalent to "$\forall$ ordinal $\alpha < \omega_1$ ($\mathbb{L}_\alpha$ is WQO)."

Question: Given $\alpha$, what is the length of $\mathbb{L}_\alpha$?
Def: Let $\mathbb{L}_\alpha$ be the set of linear orderings of Hausdorff rank $< \alpha$, quotiented by the bi-embeddability relation, and ordered by the embeddability relation.

1. [Laver 71] For countable $\alpha$, $\mathbb{L}_\alpha$ is countable.
2. [M. 05] For computable $\alpha$, $(\mathbb{L}_\alpha, \lesssim)$ is computably presentable.
3. (This was used to prove that every hypearithmetic linear ordering is bi-embeddable with a computable one in [M. 05])
4. FRA is equivalent to “$\forall$ ordinal $\alpha < \omega_1$ ($\mathbb{L}_\alpha$ is WQO).”

Question: Given $\alpha$, what is the length of $\mathbb{L}_\alpha$?
Given $\alpha$, what is the rank of $\mathbb{L}_\alpha$ as a well-founded poset?
Finite Hausdorff rank

Theorem ([Marcone, M 08])

*The length of** $\mathbb{L}_\omega$ *is* $\varepsilon_\omega$, where

$\varepsilon_\alpha$ is the $(\alpha + 1)^{\text{st}}$ fixed point for the function $\beta \mapsto \omega^\beta$.

Note: $\varepsilon_\omega$ is the proof-theoretic ordinal of ACA$^+$, where ACA$^+$ is the system RCA$^0 + \forall X (X(\omega) \text{ exists})$.

(So $\varepsilon_\omega$ is the least ordinal that ACA$^+$ can’t prove is well-ordered.)

Theorem ([Marcone, M 08])

That $\mathbb{L}_\omega$ is a WQO, follows from ACA$^+$ + “$\varepsilon_\omega$ is well-ordered”, but not from ACA$^+$.
The length of $L_\omega$ is $\varepsilon\varepsilon\varepsilon...$, where $\varepsilon\varepsilon...$ is the first fixed point of the function $\alpha \mapsto \varepsilon_\alpha$, where $\varepsilon_\alpha$ is the $(\alpha + 1)$st fixed point for the function $\beta \mapsto \omega^\beta$. 

Note: $\varepsilon\varepsilon\varepsilon...$ is the proof-theoretic ordinal of ACA$^+$, where ACA$^+$ is the system RCA$^0 + \forall X (X(\omega) \text{ exists})$. (So $\varepsilon\varepsilon\varepsilon...$ is the least ordinal that ACA$^+$ cannot prove is well-ordered.)
Finite Hausdorff rank

Theorem ([Marcone, M 08])

The length of $L_\omega$ is $\epsilon\epsilon\epsilon\ldots$,
where $\epsilon\epsilon\epsilon\ldots$ is the first fixed point of the function $\alpha \mapsto \epsilon_\alpha$,
where $\epsilon_\alpha$ is the $(\alpha + 1)$st fixed point for the function $\beta \mapsto \omega^\beta$.

Note: $\epsilon\epsilon\epsilon\ldots$ is the proof-theoretic ordinal of ACA$^+$,
where ACA$^+$ is the system RCA$_0 + \forall X (X^{(\omega)} \text{ exists})$.
(So $\epsilon\epsilon\epsilon\ldots$ is the least ordinal that ACA$^+$ can't prove is well-ordered.)
The length of $\mathbb{L}_\omega$ is $\epsilon\epsilon\epsilon\ldots$, where $\epsilon\epsilon\epsilon\ldots$ is the first fixed point of the function $\alpha \mapsto \epsilon_\alpha$, where $\epsilon_\alpha$ is the $(\alpha + 1)$st fixed point for the function $\beta \mapsto \omega^\beta$.

Note: $\epsilon\epsilon\epsilon\ldots$ is the proof-theoretic ordinal of ACA$^+$, where ACA$^+$ is the system RCA$_0 + \forall X (X(\omega) \text{ exists})$. (So $\epsilon\epsilon\epsilon\ldots$ is the least ordinal that ACA$^+$ can’t prove is well-ordered.)

That $\mathbb{L}_\omega$ is a WQO,  
- follows from ACA$^+ + "\epsilon\epsilon\epsilon\ldots \text{ is well-ordered}"$,  
- but not from ACA$^+$.
1 Background on WQOs

2 WQOs in Proof Theory
   - Kruskal’s theorem and the graph-minor theorem
   - Linear orderings and Fraïssé’s Conjecture

3 WPOs in Computability Theory
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Recall: $o(P) = \sup\{\text{ordType}(P, \leq_L) : \text{where } \leq_L \text{ is a linearization of } P\}$.

**Theorem:** [De Jongh, Parikh 77]
Every WPO $P$ has a linearization of order type $o(P)$.

We call such a linearization, a *maximal linearization* of $P$.

Such linearizations have been found by different methods in different examples.

**Question** [Schmidt 1979]:
Is the length of a computable WPO computable?
Q: Is the length of a computable WPO, computable?
Q: Is the length of a computable WPO, computable?

We mentioned that $o(\mathcal{P}) + 1 = \text{rk}(\text{Bad}(\mathcal{P}))$, where

$$\text{Bad}(\mathcal{P}) = \{\langle x_0, ..., x_{n-1} \rangle \in W^{<\omega} : \forall i < j \ (x_i \nleq_P x_j)\},$$

Since $\text{Bad}(\mathcal{P})$ is computable and well-founded, it has rank $< \omega_1^{CK}$. So, $o(\mathcal{P})$ is a computable ordinal.
Q: Is the length of a computable WPO, computable?

We mentioned that $o(P) + 1 = \text{rk}(\mathcal{B}ad(P))$, where

$$\mathcal{B}ad(P) = \{ \langle x_0, \ldots, x_{n-1} \rangle \in W^\omega : \forall i < j (x_i \not\leq_P x_j) \},$$

Since $\mathcal{B}ad(P)$ is computable and well-founded, it has rank $< \omega_1^{CK}$. So, $o(P)$ is a computable ordinal.

Q:
Does every computable WPO have a computable maximal linearization?
A computable maximal linearization

Theorem ([M 2007])

*Every computable WPO has a computable maximal linearization.*
A computable maximal linearization

Theorem ([M 2007])

Every computable WPO has a computable maximal linearization.

Q: Can we find them uniformly?
A computable maximal linearization

Theorem ([M 2007])

Every computable WPO has a computable maximal linearization.

Q: Can we find them uniformly?

Theorem ([M 2007])

There is computable procedure that given $\mathcal{P}$ produces a linearization $\mathcal{L}$ such that for some $\delta$

$$\omega^\delta \leq \mathcal{L} \leq o(\mathcal{P}) < \omega^{\delta+1}.$$
A computable maximal linearization

**Theorem ([M 2007])**

Every computable WPO has a computable maximal linearization.

**Q:** Can we find them uniformly?

**Theorem ([M 2007])**

There is computable procedure that given \( P \) produces a linearization \( L \) such that for some \( \delta \)

\[
\omega^\delta \leq L \leq o(P) < \omega^{\delta+1}.
\]

**Theorem ([M 2007])**

Let \( a \) be a Turing degree. TFAE:

1. \( a \) uniformly computes maximal linearizations of computable WPOs.
2. \( a \) uniformly computes \( 0^{(\beta)} \) for every \( \beta < \omega_1^{CK} \).
The height of a WPO

We denote by \( \text{Ch}(\mathcal{P}) \) the collection of all chains of \( \mathcal{P} \).

Theorem: [Wolk 1967] If \( \mathcal{P} \) is a WPO, there exists \( C \in \text{Ch}(\mathcal{P}) \) with order type \( \text{ht}(\mathcal{P}) \).

Such a chain is called a maximal chain of \( \mathcal{P} \).
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The height of a WPO

We denote by $\text{Ch}(\mathcal{P})$ the collection of all chains of $\mathcal{P}$.

$\mathcal{P}$ is a WPO $\Rightarrow$ all its chains are well-orders.

**Definition**

If $\mathcal{P}$ is well founded, its *height* is

$$\text{ht}(\mathcal{P}) = \sup \{ \alpha : \exists \mathcal{C} \in \text{Ch}(\mathcal{P}) \alpha = \text{ordType}(L) \}.$$  

**Theorem:** [Wolk 1967]

If $\mathcal{P}$ is a WPO, there exists $\mathcal{C} \in \text{Ch}(\mathcal{P})$ with order type $\text{ht}(\mathcal{P})$.

Such a chain is called a *maximal chain* of $\mathcal{P}$.

**Q:** How difficult is it to compute maximal chains?
Computing maximal chains

Theorem ([Marcone-Shore 2010])

Every computable WPO $\mathcal{P}$ has a hyperarithmetic maximal chain.

(Recall: $X \subseteq \omega$ is hyperarithmetic iff it’s $\Delta^1_1$.)
Computing maximal chains

**Theorem ([Marcone-Shore 2010])**

*Every computable WPO* $\mathcal{P}$ *has a hyperarithmetic maximal chain.*

(Recall: $X \subseteq \omega$ is hyperarithmetic iff it’s $\Delta^1_1$.)

Maximal chains aren’t easy to compute:
Computing maximal chains

**Theorem ([Marcone-Shore 2010])**

*Every computable WPO $\mathcal{P}$ has a hyperarithmetic maximal chain.*

(Recall: $X \subseteq \omega$ is hyperarithmetic iff it’s $\Delta^1_1$.)

Maximal chains aren’t easy to compute:

**Theorem ([Marcone–M.–Shore 2012])**

Let $\alpha < \omega_1^{CK}$.

*There exists a computable WPO $\mathcal{P}$ such that $0^{(\alpha)}$ does not compute any maximal chain of $\mathcal{P}$.***
Maximal chains are not easy to compute,

**Theorem** ([Marcone-M.-Shore 2012])

Let $G \in 2^{\omega}$ be hyperarithmetically generic. Then $G$ can compute a maximal chain in every computable WPO.

**Pf:**

• The key observation is that all downward closed subsets of $P$ are computable.

• Suppose that $P$ has cofinality $\omega_\alpha+1$.

• Then, build an operator $\Phi_{P, G_\alpha}$ that returns a sequence of computable sub-partial orderings $P_0 \leq P_1 \leq ...$, such that, if $G$ is generic, then infinitely many of the $P_i$ will have cofinality $\omega_\alpha$.

• Then use effective transfinite recursion.
Maximal chains are not easy to compute,
but almost everybody can compute them.
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**Theorem ([Marcone-M.-Shore 2012])**

Let $G \in 2^\omega$ be hyperarithmetically generic.

Then $G$ can compute a maximal chain in every computable WPO.

**Pf:**
- The key observation is that all downward closed subsets of $P$ are computable.
- Suppose that $P$ has cofinality $\omega^{\alpha+1}$.
- Then, build an operator $\Phi^P_{\alpha,G}$, that returns a sequence of computable sub-partial orderings $P_0 \leq P_1 \leq \ldots$, such that, if $G$ is generic, then infinitely many of the $P_i$ will have cofinality $\omega^\alpha$.
- Then use effective transfinite recursion.