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Warning: $\mathcal{M}_\alpha$ may have dimension $k + \alpha$ for fixed $k > 0$. 
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A strongly minimal disintegrated theory $T$ is model complete in the language $\mathcal{L}_M$ (expanded by constants for a model $M$ of $T$).

**Corollary**

For any strongly minimal disintegrated theory $T$, the spectrum of $T$ is a $\Sigma^0_5$-set.
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**Conjecture**

If $T$ is a strongly minimal disintegrated theory in a (possibly infinite) relational language $\mathcal{L}$ of arity at most $n$, then there are only finitely many possible spectra of computable models.

The following constitutes progress toward, and related to, this conjecture.
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Let $\dim(M_\beta) = k + \beta$, fix $k + \beta$ many mutually generics $\bar{a}$ in $M_\alpha$ and construct $acl(\bar{a})$, “discarding mistakes” into $S$. 
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$$B = \{ b \in M_k \mid \exists i \exists^\infty y \exists z R_i(b, y, z) \}$$

Case I: $B$ is finite: Then for any generic $a \in M_k$, $\text{iacl}(a)$ is a $\Sigma^0_1$-subset of $M_k$ (finite or infinite).
**Step 4:** “Down”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and $k \in \text{SCM}(T) \cap [2, \omega)$, then $k - 1 \in \text{SCM}(T)$:

Assume $\mathcal{L}$ is “closed under permutation of variables”. Define the set of “bad elements”

$$B = \{ b \in M_k \mid \exists i \exists^\infty y \exists z R_i(b, y, z) \}$$

*Case I:* $B$ is finite: Then for any generic $a \in M_k$, $\text{iacl}(a)$ is a $\Sigma^0_1$-subset of $M_k$ (finite or infinite).

*Case II:* $B$ is infinite: Then $\text{acl}(\emptyset)$ contains an infinite $\Sigma^0_1$-subset $B$ in $\mathcal{M}_k$. 
Step 4: “Down”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and $k \in \text{SCM}(T) \cap [2, \omega)$, then $k - 1 \in \text{SCM}(T)$:

Assume $\mathcal{L}$ is “closed under permutation of variables”. Define the set of “bad elements”

$$B = \{ b \in M_k \mid \exists i \exists^\infty y \exists z R_i(b, y, z) \}$$

Case I: $B$ is finite: Then for any generic $a \in M_k$, $\text{iacl}(a)$ is a $\Sigma^0_1$-subset of $M_k$ (finite or infinite).

Case II: $B$ is infinite: Then $\text{acl}(\emptyset)$ contains an infinite $\Sigma^0_1$-subset $B$ in $M_k$.

In either case, we can apply the previous steps to see that $M_{k-1}$ is computable.
Step 5: “Up”: If all relations in $M_\alpha \models T$ are at most rank 1 and of bounded arity, and if $k \in SCM(T) \cap [2, \omega)$, then $k + 1 \in SCM(T)$ (uniformly in $k$; so $\omega \in SCM(T)$ as well):
Step 5: “Up”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and of bounded arity, and if $k \in \text{SCM}(T) \cap [2, \omega)$, then $k + 1 \in \text{SCM}(T)$ (uniformly in $k$; so $\omega \in \text{SCM}(T)$ as well):

Again, assume $\mathcal{L}$ is “closed under permutation of variables”.

Case I: For generic $a \in M_k$, there are infinitely many disjoint tuples $\bar{b}$ in $M_k$ such that

$$\mathcal{M}_k \models \exists i \left( R_i(a, \bar{b}) \land \exists^{< \infty} x R_i(x, \bar{b}) \right)$$
Step 5: “Up”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and of bounded arity, and if $k \in \text{SCM}(T) \cap [2, \omega)$, then $k + 1 \in \text{SCM}(T)$ (uniformly in $k$; so $\omega \in \text{SCM}(T)$ as well):

Again, assume $\mathcal{L}$ is “closed under permutation of variables”.

Case I: For generic $a \in M_k$, there are infinitely many disjoint tuples $\bar{b}$ in $M_k$ such that

$$\mathcal{M}_k \models \exists i \left( R_i(a, \bar{b}) \land \exists^{<\infty} x R_i(x, \bar{b}) \right)$$

Then we can generate a $\Sigma^0_1$-set of such disjoint tuples and then construct $\mathcal{M}_{k+1}$ as $\mathcal{M}_k \sqcup \text{iacl}(g)$ for a new generic element $g$. 

**Step 5:** “Up”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and of bounded arity, and if $k \in \text{SCM}(T) \cap [2, \omega)$, then $k + 1 \in \text{SCM}(T)$ (uniformly in $k$; so $\omega \in \text{SCM}(T)$ as well):

Again, assume $\mathcal{L}$ is “closed under permutation of variables”.

**Case I:** For generic $a \in M_k$, there are infinitely many disjoint tuples $\overline{b}$ in $M_k$ such that

$$\mathcal{M}_k \models \exists i \left( R_i(a, \overline{b}) \land \exists^{<\infty} x R_i(x, \overline{b}) \right)$$

Then we can generate a $\Sigma^0_1$-set of such disjoint tuples and then construct $\mathcal{M}_{k+1}$ as $\mathcal{M}_k \sqcup \text{iacl}(g)$ for a new generic element $g$.

**Case II:** Otherwise there is a finite set $\{h_0, \ldots, h_n\}$ of elements involved in all $R_i$:...
Step 5: “Up”: If all relations in $\mathcal{M}_\alpha \models T$ are at most rank 1 and of bounded arity, and if $k \in \text{SCM}(T) \cap [2, \omega)$, then $k + 1 \in \text{SCM}(T)$ (uniformly in $k$; so $\omega \in \text{SCM}(T)$ as well):

Again, assume $\mathcal{L}$ is “closed under permutation of variables”.

Case I: For generic $a \in M_k$, there are infinitely many disjoint tuples $\bar{b}$ in $M_k$ such that

$$\mathcal{M}_k \models \exists i \left( R_i(a, \bar{b}) \land \exists^{< \infty} x R_i(x, \bar{b}) \right)$$

Then we can generate a $\Sigma_1^0$-set of such disjoint tuples and then construct $\mathcal{M}_{k+1}$ as $\mathcal{M}_k \sqcup \text{iacl}(g)$ for a new generic element $g$.

Case II: Otherwise there is a finite set $\{h_0, \ldots, h_n\}$ of elements involved in all $R_i$: We can then generate a new language $\mathcal{L}'$ of lower arity consisting of all $R_i$ with fixed $h_j$, and iterate Case I vs. Case II for $\mathcal{L}'$, etc., until we reach Case I or a binary language.
Binary $\mathcal{L}$: We also need to show

$$\{0, 1\} \cap \text{SCM}(T) \neq \emptyset \text{ and } \omega \in \text{SCM}(T) \implies 2 \in \text{SCM}(T)$$
Binary $\mathcal{L}$: We also need to show

$$\{0, 1\} \cap SCM(T) \neq \emptyset \text{ and } \omega \in SCM(T) \implies 2 \in SCM(T)$$

Ternary $\mathcal{L}$: Can only prove

$$[3, \omega) \cap SCM(T) \neq \emptyset \implies [1, \omega] \subseteq SCM(T)$$
Binary $\mathcal{L}$: We also need to show

$$\{0, 1\} \cap SCM(T) \neq \emptyset \text{ and } \omega \in SCM(T) \implies 2 \in SCM(T)$$

Ternary $\mathcal{L}$: Can only prove

$$[3, \omega) \cap SCM(T) \neq \emptyset \implies [1, \omega] \subseteq SCM(T)$$

Finally: Several priority arguments to establish new spectra.
Thanks!