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Abstract

We study the relation between the centro-affine geometry of star-shaped planar curves and the projective geometry of parametrized maps into $\mathbb{RP}^1$. We show that projectivization induces a map between differential invariants and a bi-Poisson map between Hamiltonian structures. We also show that a Hamiltonian evolution equation for closed star-shaped planar curves, discovered by Pinkall, has the Schwarzian KdV equation as its projectivization. (For both flows, the curvature evolves by the KdV equation.) Using algebro-geometric methods and the relation of group-based moving frames to AKNS-type representations, we construct examples of closed solutions of Pinkall’s flow associated with periodic finite-gap KdV potentials.
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1 Introduction

In his 1995 paper \cite{17} U. Pinkall derived a Hamiltonian evolution equation on the space of closed star-shaped curves in the centro-affine plane which is closely related to the KdV equation. (As explained in §2, a planar curve is star-shaped if its position and velocity vectors are always linearly independent; unless otherwise noted, we will restrict our attention to planar curves satisfying this condition.) The dynamics of curves in the centro-affine plane, as related to integrable hierarchies including KdV, were further explored in more recent work by K-S. Chou and C. Qu \cite{3,4}, in which concrete examples of
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traveling wave solutions of Pinkall’s flow were presented. Meanwhile, for curves in \( \mathbb{RP}^{n-1} \), evolution equations which are invariant under the PSL\((n, \mathbb{R})\) action have been shown (by the third author and her collaborators) to be Hamiltonian with respect to a Poisson structure related to the KdV hierarchy \([13,14]\). In particular, the Schwarzian KdV equation is a PSL\((2, \mathbb{R})\)-invariant evolution of parametrized curves in \( \mathbb{RP}^1 \) which is closely related to the standard KdV equation.

In this article we begin a study of the connection between the projective and centro-affine geometry of curves, and of the relation between invariant curve evolutions in both geometries and associated geometric Hamiltonian structures. Geometric Hamiltonian structures are Poisson brackets defined on the space of differential invariants (or curvatures) of the curves (see \([15], [16]\)). Such Poisson brackets are known for many of the classical geometries, including projective, but not for the centro-affine case. For the projective case, two geometric Poisson brackets on the space of curvature functions are given by the compatible Hamiltonian structures for the KdV equation, seen as a bi-Hamiltonian system.

In a similar way, we will exhibit two geometric Poisson brackets on the space of differential invariants for curves in the centro-affine plane. We show that these brackets can be restricted to the submanifold where the speed is unity (i.e., we specialize to curves parametrized by centro-affine arclength), and that the resulting restricted Poisson brackets again coincide with the first two canonical Poisson brackets of the KdV equation. Furthermore, we show that projectivization is a 1-to-1 map from differential invariants of centro-affine curves parametrized by arc-length to the differential invariants of parametrized curves in \( \mathbb{RP}^1 \). (A posteriori, the curve parameter in the projective setting turns coincides with the centro-affine arclength.) We also show that projectivization is a bi-Poisson map, and that it takes an arc-length preserving evolution of planar curves, invariant under centro-affine transformations, to a PSL\((2, \mathbb{R})\)-invariant evolution of curves in \( \mathbb{RP}^1 \). In particular, it takes solutions of Pinkall’s flow to solutions of the Schwarzian KdV.

One of the main tools of this part of the study is the use of group-based moving frames and the normalization procedure that produces them (see \([8]\)). The relation of group-based moving frames to the AKNS representation of KdV is used in the last part of the paper to produce solutions of Pinkall’s flow. In this sense, we recover Pinkall’s flow in two ways: as the Schwarzian KdV expressed in homogeneous coordinates, and as the evolution equation for a planar curve constructed in terms of components of a fundamental matrix solution of the AKNS system.

The usual phase space for Pinkall’s flow is the space of closed unparametrized star-shaped curves. (In fact, the evolution equation arises as a Hamiltonian
flow on this space, with Hamiltonian functional given by the total area swept by the planar curve.) The reconstruction formula for the centro-affine curve in terms of eigenfunctions of the AKNS system allow us to construct closed solutions of Pinkall’s flow associated with periodic finite-gap KdV potentials. (These are generalizations of periodic traveling wave solutions, but with multiple phases.) The closure condition for such curves takes on a particularly simple form: given a periodic solution of the KdV equation (a periodic centro-affine curvature function), the associated star-shaped curve is closed, provided the “normalization” parameter of the moving frame corresponds to a periodic point of the spectrum of the given KdV potential.

In order to construct explicit examples of such solutions, we bring together techniques and ideas previously used by the first two authors in the context of the vortex filament equation [5,6], a geometric evolution equation associated with the integrable focusing nonlinear Schrödinger equation. In particular, we combine the algebro-geometric construction of the Baker-Akhiezer eigenfunction of the KdV Lax pair [2] with the curve reconstruction formula from solutions of the AKNS system, to produce expressions for general finite-gap solutions of Pinkall’s flow.

Implementation of the closure condition and construction of concrete examples of closed finite-gap solutions are most easily achieved by adapting the theory of isoperiodic deformations [10] to the KdV setting. In the examples appearing in last section of this paper, we deform the spectrum of the zero KdV potential, increasing the genus while preserving both periodicity and closure of the associated curve. In this way, we generate interesting examples of closed solutions of Pinkall’s flow with an arbitrary number of linear phases. As noted above, the projectivization of these solutions are solutions of the Schwarzian KdV equation, but properties of these solutions are better observed (as shown by our pictures) on the centro-affine plane.

The study of higher dimensional cases is under way and will relate generalizations of the Schwarzian-KdV equation to generalizations of Pinkall’s evolution, both of them linked to Adler-Gelfand-Dikii brackets and generalized KdV hierarchies (as defined in [7]).

2 Pinkall’s Flow for Star-Shaped Curves in $\mathbb{R}^2$

From a group-based point of view, the centro-affine geometry of the plane is defined by the linear action of $G = \text{SL}(2, \mathbb{R})$ on $\mathbb{R}^2$. Let $\gamma : I \rightarrow \mathbb{R}^2$ be a smooth curve parametrized by $x$, where $I \subset \mathbb{R}$ is an open interval. (We will occasionally specialize to the case where $\gamma$ is periodic.) The curve is star-shaped
if
\[
\det(\gamma(x), \gamma'(x)) \neq 0 \quad \forall x,
\] (1)
where prime denotes differentiation by \( x \); this condition is clearly \( G \)-invariant. The basic integral invariant of star-shaped curves is centro-affine arclength, given by
\[
s = \int \det(\gamma, \gamma') \, dx.
\]
Accordingly, we define \( v = \det(\gamma, \gamma') \) to be the centro-affine speed of \( \gamma \).

If \( \gamma \) is parametrized by arclength, then \( \det(\gamma, \gamma_s) = 1 \). Differentiating this with respect to \( s \) gives the relation
\[
\gamma_{ss} = -p\gamma
\]
for some function \( p = \det(\gamma_s, \gamma_{ss}) \), called the centro-affine curvature. (The formula for \( p \) in terms of \( x \) is more complicated.) Centro-affine speed and curvature are independent and generating differential invariants of parametrized planar curves under the linear action of \( G \).

Pinkall’s flow may be derived from a natural Hamiltonian structure on \( M \), the space of closed, unparametrized star-shaped curves in \( \mathbb{R}^2 \). An arclength-preserving vector field on \( M \) has the form \( X = \frac{\beta_s}{2}\gamma - \beta\gamma_s \), for some smooth periodic function \( \beta(s) \). Hamiltonian vector fields on \( M \) are generated by means of the canonical symplectic form
\[
\omega(X, Y) = \oint \det(X, Y) \, ds
\]
which defines the following correspondence between a Hamiltonian functional \( H \) and a Hamiltonian vector field \( X_H \):
\[
dH(X) = \omega(X, X_H), \quad \forall X \in T_\gamma M.
\]
In particular, choosing as in [17] the Hamiltonian \( H = \int p(s) \, ds \) gives Pinkall’s flow
\[
\gamma_t = \frac{p_s}{2}\gamma - p\gamma_s.
\] (2)
In turn, under this flow the centro-affine curvature \( p \) evolves by
\[
p_t = -\frac{1}{2}p_{ss} - 3pp_s,
\]
a version of the KdV equation.
3 Projective Geometry of Curves in \( \mathbb{RP}^1 \)

In this section we will briefly review the geometry of regular parametrized curves in \( \mathbb{RP}^1 \), their group-based moving frames and their invariant flows. (For more information on group-based moving frames and the normalization equations that can be used to find them, see the original paper [8] where they were introduced; see also [16] for the projective and other cases.) Later, we define the Schwarzian flow for these curves, and relate invariant flows in this geometry to invariant flows for centro-affine curves.

3.1 Group-based Moving Frames

From a group-based viewpoint, the geometry of \( \mathbb{RP}^1 \) is defined by the action of \( G = SL(2, \mathbb{R}) \) via linear fractional transformations

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot u = \frac{au + b}{cu + d},
\]

(Here, \( u \) is an affine coordinate on \( \mathbb{RP}^1 \).)

Let \( \phi : I \rightarrow \mathbb{RP}^1 \) be a regular map. We will think of \( u(x) \) as giving the value of \( \phi \) in the affine coordinate; without loss of generality, we may assume that \( u'(x) > 0 \). We define an equivariant lift \( \rho : I \rightarrow G \) of \( \phi \), depending on an arbitrary parameter \( \lambda \in \mathbb{R} \), as follows. For each \( x \in I \), let \( g(x) \in G \) be the group element satisfying the following normalization conditions:

\[
(g \cdot u)(x) = 0, \\
(g \cdot u)'(x) = 1, \\
(g \cdot u)''(x) = 2\lambda,
\]

where \( (g \cdot u)'(x) := \frac{d}{dy} g(y) \cdot u(y) \bigg|_{y=x} \). One computes the following factorized form for the group element \( g \):

\[
g(x) = \begin{pmatrix} 1 & 0 \\ u''(x) - \lambda & 1 \end{pmatrix} \begin{pmatrix} u'(x)^{-1/2} & 0 \\ 0 & u'(x)^{1/2} \end{pmatrix} \begin{pmatrix} 1 - u(x) \\ 0 & 1 \end{pmatrix}.
\]

This element of the group defines a right moving frame for \( u \), as defined in [8]. In order to obtain a lift to \( G \) that is equivariant for the left action of \( G \) on
itself (a left moving frame, [8]), we choose its inverse

$$\rho(x) = g(x)^{-1} = \begin{pmatrix} 1 & u(x) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u'(x)^{1/2} & 0 \\ 0 & u'(x)^{-1/2} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \lambda - \frac{u''(x)}{2u'(x)} & 1 \end{pmatrix},$$

and refer to $\rho$ as a $\lambda$-normalized left moving frame for $\phi: \mathbb{R} \to \mathbb{R}P^1$.

The matrix-valued function $\rho^{-1}\rho'$ is called the *Maurer-Cartan matrix* associated to $\rho$. The entries of this matrix contain an independent, generating set of differential invariants for the curve, i.e., any other differential invariant is a function of the entries of $\rho^{-1}\rho'$ and their derivatives (see [11] for the general result).

**Proposition 1** The $\lambda$-normalized left moving frame $\rho$ satisfies the differential equation

$$\rho^{-1}\rho' = \begin{pmatrix} \lambda & 1 \\ \kappa - \lambda^2 & -\lambda \end{pmatrix},$$

(3)

where $\kappa = -\frac{1}{2}S(u)$ is the projective curvature of $\phi$, and

$$S(f) = \frac{f'''}{f'} - \frac{3}{2} \left( \frac{f''}{f'} \right)^2$$

is the Schwarzian derivative.

**Remark 1** The calculation of (3) is simplified by using the factorization

$$G = G_{-1} \cdot G_0 \cdot G_1$$

(4)

for elements of $G = SL(2, \mathbb{R})$, where

$$G_0 = \left\{ \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} : a \in \mathbb{R}^* \right\}, \quad G_1 = \left\{ \begin{pmatrix} 1 & 0 \\ b & 1 \end{pmatrix} : b \in \mathbb{R} \right\}, \quad G_{-1} = \left\{ \begin{pmatrix} 1 & c \\ 0 & 1 \end{pmatrix} : c \in \mathbb{R} \right\}.$$

This mirrors the Lie algebra decomposition

$$\mathfrak{sl}(2, \mathbb{R}) = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1,$$

(5)

where

$$\mathfrak{g}_0 = \left\{ \begin{pmatrix} \alpha & 0 \\ 0 & -\alpha \end{pmatrix} \right\}, \quad \mathfrak{g}_1 = \left\{ \begin{pmatrix} 0 & 0 \\ \beta & 0 \end{pmatrix} \right\}, \quad \mathfrak{g}_{-1} = \left\{ \begin{pmatrix} 0 & \gamma \\ 0 & 0 \end{pmatrix} \right\}.$$
3.2 Invariant projective flows

We now discuss how the projective curvature $\kappa$ and the normalized projective frame $\rho$ evolve when the curve $\phi$ satisfies an evolution equation, invariant under the $SL(2, \mathbb{R})$ action on $\mathbb{RP}^1$. In affine coordinates, the most general such flow takes the form

$$u_t = ru',$$

where $r$ is a function of $\kappa$ and its derivatives [14]. We will later specialize to the case $r = \kappa$, and show that in this case the curvature and frame satisfy the KdV equation and its AKNS system, respectively.

**Proposition 2** Suppose that $\phi$ evolves by (6). Then the $\lambda$-normalized projective frame of $\phi$ satisfies

$$\rho^{-1} \rho_t = \begin{pmatrix} \lambda r + \frac{1}{2} r' & r \\ -\frac{1}{2} r'' - \lambda r' + (\kappa - \lambda^2) r - \lambda r - \frac{1}{2} r' & \end{pmatrix},$$

and its projective curvature satisfies

$$\kappa_t = -\frac{1}{2} r''' + 2 \kappa r' + r \kappa'.$$

**Proof.** The computation is simplified if one uses the decomposition (4) to write $\rho = \rho_1 \rho_0 \rho_1$, and

$$\rho^{-1} \rho_t = \text{Ad}_{\rho_1^{-1} \rho_0} \left( \rho_1^{-1} (\rho_1)_t \right) + \text{Ad}_{\rho_1^{-1} (\rho_0)_t} \left( \rho_0^{-1} (\rho_0)_t \right) + \rho_1^{-1} (\rho_1)_t.$$  

Introducing the variable $w$ defined by $w = -\frac{1}{2} \log u'$, we compute $w' = -\frac{u''}{2u'}$; in addition, rewriting equation (6) as $u_t = re^{-2w}$, we obtain

$$\rho^{-1} \rho_t = \begin{pmatrix} r(\lambda + w') - w_t & r \\ w'_t + (2w_t - r(\lambda + w'))(\lambda + w') - r(\lambda + w') + w_t & \end{pmatrix}.$$  

The time derivative of $w$ is readily computed from

$$w_t = -\frac{1}{2} \frac{u'_t}{u'} = -\frac{1}{2} \frac{(ru')'}{u'} = -\frac{1}{2} r' + r w',$$

showing that the $(1,1)$-entry of $\rho^{-1} \rho_t$ is $\lambda r + \frac{1}{2} r'$. From

$$w'_t = -\frac{1}{2} r''' + r' w' + r w'',$$

there follows that the $(2,1)$-entry of $\rho^{-1} \rho_t$ is

$$-\frac{1}{2} r''' - \lambda r' + (\kappa - \lambda^2) r.$$
Finally, differentiating $\kappa = w'' + (w')^2$ with respect to $t$ and using equation (10) gives (8). \hfill \Box

Notice that, when $r = \kappa = -\frac{1}{2}S(u)$ in equation (6), then equation (8) reduces to a KdV equation

$$\kappa_t = -\frac{1}{2}\kappa''' + 3\kappa\kappa'.$$

It is a well-known fact [12,18] that the equation

$$u_t = -\frac{1}{2}S(u)u'$$

induces a KdV evolution for $\frac{1}{2}S(u)$. Indeed, equation (11) is traditionally called the Schwarzian KdV equation because of this property.

### 3.3 Relation between invariant evolutions

We conclude this section with a discussion of the relation between invariant centro-affine and projective flows for curves—in particular, between Pinkall’s flow and the Schwarzian KdV equation.

Composition of a star-shaped curve $\gamma : I \to \mathbb{R}^2$ with the projectivization map $\pi : \mathbb{R}^2 \to \mathbb{RP}^1$ gives a regular map $\phi : I \to \mathbb{RP}^1$, since $\gamma(x) \neq 0$ and the tangent of $\gamma$ is never zero or in the radial direction. Let $\gamma = (\gamma_1, \gamma_2)^T$ and assume that $\gamma_1 \neq 0$ on an open interval. Then, in an affine coordinate chart, the projectivization $\phi$ of $\gamma$ is given by

$$u = \frac{\gamma_2}{\gamma_1}.$$  

(Of course, one would use $u = \gamma_1/\gamma_2$ near points where $\gamma_1$ vanishes.)

The most general flow for parametrized planar curves $\gamma(x)$ that is invariant under the centro-affine action is of the form

$$\gamma_t = r_1 \gamma + \frac{1}{v} r_2 \gamma_x$$

where $r_1$ and $r_2$ are arbitrary differential invariants and $v$ is the centro-affine speed. If we begin with a curve parametrized by centro-affine arclength $s$, then in order for unit speed to be preserved, we need $2r_1 + \frac{d}{ds} r_2 = 0$, so that

$$\gamma_t = -\frac{1}{2} r_s \gamma + r \gamma_s,$$  \hfill (12)

for a differential invariant $r$. 
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The following proposition shows that $\pi$ takes centro-affine invariant evolutions to projective invariant evolutions and that Pinkall’s flow (2) is simply the Schwarzian KdV equation in homogeneous coordinates. (Note, however, that under projectivization the curvature $\kappa$ corresponds to $-1$ times Pinkall’s curvature $p$.)

Proposition 3 Let $\gamma(x)$ be a star-shaped curve parametrized by centro-affine arclength, and let $u(x)$ be its projectivization in an affine chart. Then the centro-affine curvature satisfies $p(x) = \frac{1}{2} S(u)$. Furthermore, if $\gamma$ evolves by (12) then $u = \gamma_2/\gamma_1$ evolves by

$$u_t = ru'.$$

In particular, if $\gamma$ evolves by (2), then $u$ evolves by the Schwarzian KdV equation.

PROOF. The normalization condition $\det(\gamma, \gamma') = 1$ implies that

$$1 = \gamma_1^2 \det \left( \begin{array}{c} \gamma_1' \\ \gamma_2' \\ \gamma_2 \\ \gamma_1 \end{array} \right) = \gamma_1^2 \left( \frac{\gamma_2' \gamma_2 - \gamma_1' \gamma_1}{\gamma_1^2} \right) = \gamma_1^2 u',$$

Replacing $\gamma_1$ by $(u')^{-\frac{1}{2}}$ and $\gamma_2$ by $u \gamma_1$ in the formula

$$p = \det \left( \begin{array}{cc} \gamma_1' & \gamma_2'' \\ \gamma_2' & \gamma_2'' \end{array} \right),$$

one obtains that $p = \frac{1}{2} S(u)$. Finally, if $\gamma_t = -\frac{r'}{2} \gamma + r_2 \gamma'$, then

$$u_t = \frac{(\gamma_2)_{t}}{\gamma_1} - \frac{\gamma_2 (\gamma_1)_{t}}{\gamma_1} = -\frac{r'}{2} \gamma_2 + r_2 \gamma'_2 - \frac{r_2^2}{\gamma_1} \left( -\frac{r'}{2} \right) = r_2 u'.$$

4 Geometric Hamiltonian Structures

In this section we calculate group-based moving frames and geometric Hamiltonian structures, first for parametrized curves in $\mathbb{R}P^1$, and then for curves in the centro-affine plane. In each case, we can restrict a pair of Poisson brackets on a loop algebra to the space of curvature functions, and this results in the first and second Poisson operators of the KdV equation. We also note that the projectivization map $\pi: \mathbb{R}^2 \to \mathbb{R}P^1$ induces a bi-Poisson isomorphism between the spaces of differential invariants.
In this section we restrict our attention to closed curves $\phi : S^1 \to \mathbb{RP}^1$. (In other words, we take $I = \mathbb{R}$, the whole line, and assume that $\phi$ is $2\pi$-periodic.) Thus, the Maurer-Cartan matrix (3) is periodic, and gives an element of the loop algebra $Lg = C^\infty(S^1, g)$ where $g = \mathfrak{sl}(2, \mathbb{R})$.

The space of projective curvature functions has a natural bi-Hamiltonian structure, obtained via reduction from a well-known bi-Hamiltonian structure on $Lg^*$, where $g^*$ is the dual of the Lie algebra $g$. (We identify $\mathfrak{sl}(2)$ with $\mathfrak{sl}(2)^*$ in the standard fashion, using the Killing form.) Its definition is based on the following two results, which are specializations of more general theorems appearing in [16]. (The loop algebra, and the corresponding loop group $\mathcal{L}SL(2, \mathbb{R})$, are endowed with the $C^\infty$ topology.)

**Proposition 4** The space of periodic Maurer-Cartan matrices of the form (3) with $\lambda = 0$, in the neighborhood of a generic point, can be identified with the quotient $M/LN$, where $M \subset L\mathfrak{sl}(2)^*$ is the submanifold consisting of loops of the form

$$
\begin{pmatrix}
\alpha & 1 \\
\beta & -\alpha
\end{pmatrix},
$$

$N \subset SL(2, \mathbb{R})$ is the subgroup of matrices of the form $(1, 0)$, and $LN$ acts on $L\mathfrak{sl}(2)^*$ via the gauge action

$$
g \cdot L = g^{-1}g_s + g^{-1}Lg, \quad g \in LN, L \in L\mathfrak{sl}(2)^*. $$

In the second result, $G, H$ are functionals on $Lg^*$, and $\delta G/\delta L, \delta H/\delta L$ are their gradients at the point $L \in Lg^*$, which lie in $Lg$.

**Theorem 5** The following compatible Poisson structures on $Lg^*$, defined by

$$
\{H, G\}(L) = \int_{S^1} \text{trace}\left( \left( \left( \frac{\delta H}{\delta L} \right)_x + \left[ L, \frac{\delta H}{\delta L} \right] \right) \frac{\delta G}{\delta L} \right) dx, \quad (15)
$$

$$
\{H, G\}_0(L) = \int_{S^1} \text{trace}\left( \left[ \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \frac{\delta H}{\delta L} \right] \frac{\delta G}{\delta L} \right) dx, \quad (16)
$$

can be reduced to the quotient $M/LN$, to produce the second and first Hamiltonian structures, respectively, for KdV.

The choice of the constant matrix $(1, 0)$ is specific for the projective case; different constant matrices are chosen for different geometries [7,15]. For an indication as to how the last two results are proved, see section 4.2, where the analogous results are proved for the centro-affine case.
The reduced brackets are examples of the so-called geometric Poisson brackets, Hamiltonian structures that are defined by the background geometry of the flow. Their derivation can be found in [16]. We give their expressions as follows: if $h(\kappa)$ and $f(\kappa)$ are two functionals defined on the space of periodic curvatures for projective curves, the reduction of (15) is given by

$$\{h, f\}(\kappa) = \int_{S^1} \frac{\delta f}{\delta \kappa} \left( -\frac{1}{2} D^3 - \kappa D - D\kappa \right) \frac{\delta h}{\delta \kappa} dx,$$

where $D = \frac{d}{dx}$, while the reduction of (16) gives

$$\{h, f\}_0(\kappa) = 2 \int_{S^1} \frac{\delta f}{\delta \kappa} \frac{\delta h}{\delta \kappa} dx.$$

Note that these brackets have been computed assuming that $\lambda = 0$ in the moving frame; in general, the brackets will depend on the choice of $\lambda$.

4.2 Centro-affine moving frames and geometric Hamiltonian structures

In this section we calculate group-based moving frames and geometric Hamiltonian structures in a $C^\infty$ neighborhood of a generic centro-affine planar curve. We show that the Hamiltonian structures can be restricted to the submanifold of constant centro-affine arc-length. Like in the projective case, the restrictions are the first and second Poisson operators of the KdV equation. Finally, we show that the projectivization map from the plane to $\mathbb{RP}^1$ induces a bi-Poisson isomorphism between the spaces of differential invariants.

**Proposition 6** Let $\gamma : I \to \mathbb{R}^2$ be a starlike planar curve. The matrix

$$\rho = \begin{pmatrix} \gamma & \frac{1}{v} \gamma' \end{pmatrix}$$

is a centro-affine left moving frame, where $v = \det(\gamma \ \gamma')$ is the centro-affine speed. Its Maurer-Cartan matrix is given by

$$\rho^{-1} \rho_x = \begin{pmatrix} 0 & -vp \\ v & 0 \end{pmatrix},$$

where $p$ is the centro-affine curvature of $\gamma$.

**PROOF.** As in the projective case, we use the normalization method introduced in [8] to produce a right moving frame. In planar centro-affine geometry,
the group action is the linear action of $\text{SL}(2, \mathbb{R})$ on $\mathbb{R}^2$. The following normalization conditions,

$$g\gamma = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad g\gamma' = \begin{pmatrix} 0 \\ * \end{pmatrix}$$  \hspace{1cm} (18)

uniquely determine the group element $g$. (In (18), the star denotes an arbitrary entry that plays no part in the normalization; in fact, for the uniquely determined $g$, it is equal to $v$.)

The left moving frame is $\rho = g^{-1} = (\gamma \frac{1}{v}\gamma')$; a direct calculation shows that the Maurer-Cartan matrix is given by (17). $\square$

The results in [15] show that if a group of the form $G \times \mathbb{R}^n$, with $G$ semisimple, acts on $\mathbb{R}^n$ in an affine fashion, then, under certain conditions of arc-length preservation, the space of periodic Maurer-Cartan matrices is a Poisson manifold. The Hamiltonian structure is defined by first rewriting this space as the quotient of $Lg^*$ by the action of a subgroup of $LG$. Then, the Poisson bracket (15) is Poisson reduced to that quotient, while (16) reduces only in some cases. For more information, we refer the reader to [15].

In the centro-affine case the group action is not affine, but linear (a case for which geometric Poisson structures have not been studied yet). Yet, for the case considered in this paper, we can explicitly compute the reduced Poisson brackets.

**Proposition 7** The space of periodic Maurer-Cartan matrices of the form (17), in the neighborhood of a generic point, can be identified with the quotient $L\mathfrak{sl}(2)/LN$, where $N \subset \text{SL}(2, \mathbb{R})$ is the subgroup of matrices of the form $\begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}$, and the action of $LN$ on $L\mathfrak{sl}(2)^*$ is the gauge action

$$g \cdot L = g^{-1}g' + g^{-1}Lg, \quad g \in LN, \ L \in L\mathfrak{sl}(2)^*. \hspace{1cm} (19)$$

**PROOF.** Let $m \in L\mathfrak{sl}(2)$ (after identification of $\mathfrak{sl}(2)$ with its dual). We can locally solve the system $\eta' = \eta m$ to obtain a fundamental matrix solution $\eta(x) \in \text{SL}(2)$. This matrix will have a monodromy in the group, since $m$ has periodic coefficients. Let us denote by $\gamma$ the first column of $\eta$, so that $\gamma$ has the same monodromy as $\eta$. This will be the planar curve associated to $\eta$. Let $\rho$ be its moving frame, as in Proposition 6. Given that the differential invariants of $\gamma$ are periodic, $\rho$ has the same monodromy as $\eta$. 
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Then, \( \eta g = \rho \) for \( g \in L_{SL}(2) \) given by

\[
g = \eta^{-1} \rho = \left( \gamma \ast \right)^{-1} \left( \frac{1}{\gamma} \ast \gamma' \right) = \begin{pmatrix} 1 & \ast \\ 0 & 1 \end{pmatrix}.
\]

This shows that \( g \in LN \). Moreover, the action \( \eta \rightarrow \eta g \) on solutions of the equation \( \eta' = \eta m \) induces the gauge action (19) on \( m \), taking \( m \) to the Maurer-Cartan matrix of \( \gamma \).

**Theorem 8** The Poisson brackets (15) and (16) can be Poisson reduced to the subspace \( Z \subset L_{sl}(2)^{\ast} \) consisting of loops of the form

\[
\begin{pmatrix} 0 & a \\ b & 0 \end{pmatrix}
\]

(20)

The resulting Poisson brackets are, respectively,

\[
\{ h, f \}(a, b) = \int_{S^1} \left( \frac{\delta f}{\delta a} \frac{\delta f}{\delta b} \right) \begin{pmatrix} -\frac{1}{2} D_b D_b D + \frac{1}{2} a D + D_b a & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \delta h \\ \delta h \end{pmatrix} dx \tag{21}
\]

and

\[
\{ h, f \}_0 = \{ h, f \}(a, b) = \int_{S^1} \left( \frac{\delta f}{\delta a} \frac{\delta f}{\delta b} \right) \begin{pmatrix} \frac{2}{b} D & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \delta h \\ \delta h \end{pmatrix} dx, \tag{22}
\]

where \( D = \frac{d}{dx} \) and \( h, f \) are functionals defined on \( Z \), and we identify points in \( Z \) with pairs \( (a, b) \) of periodic functions.

By further restricting the Poisson brackets to the subspace for which \( b = 1 \), one obtains the Poisson operators \( J = -\frac{1}{2} D^3 + a D + Da \) and \( J_0 = 2D \), which define the bi-Hamiltonian structure of the KdV equation.

**PROOF.** We show how to calculate the reduced Poisson brackets, and refer the reader to [16] for more details. In Proposition 7, we showed that the space of matrices of the form (20) can be identified with the quotient \( L_{sl}(2)^{\ast}/LN \). In order to reduce the brackets to this quotient, we consider two functionals \( h, f \) defined on \( L_{sl}(2)^{\ast}/LN \) and extend them to \( L_{sl}(2)^{\ast} \) requiring both extensions to be constant along the orbits the gauge action of \( LN \) on \( L_{sl}(2)^{\ast} \). We denote by \( H \) and \( F \) the variational derivatives of the extended functionals evaluated at a section of the quotient space. Let \( n \) be the Lie algebra associated to \( N \). Then the condition on \( H \) translates infinitesimally as

\[
H' + [K, H] \in n^0
\]
for any $K$ with zero diagonal elements, where $n^0$ is the annihilator of $n$ (under the Killing form). Also, since $H$ is an extension of $h$, the form of its gradient must be

$$H = \begin{pmatrix} \alpha & \delta h \\ \delta b & -\alpha \end{pmatrix}.$$ 

Since $n$ consists of strictly upper triangular matrices, we can identify $n^0$ with the set of upper triangular matrices. Thus,

$$H' + [K, H] = \begin{pmatrix} \alpha' + a \frac{\delta h}{\delta a} - b \frac{\delta h}{\delta b} - (\frac{\delta h}{\delta b})' - 2a\alpha \\ (\frac{\delta h}{\delta a})' + 2b\alpha - \alpha' - a \frac{\delta h}{\delta a} + b \frac{\delta h}{\delta b} \end{pmatrix} \in n^0$$

implies $\alpha = -\frac{1}{2b} (\frac{\delta h}{\delta a})'$, which completely determines $H$. The same condition determines the variational derivative of $F$. Finally, the reduced Poisson brackets are obtained from formulas (15), and (16) applied to these extensions:

$$\{h, f\}(a, b) = \int_{S^1} \text{trace} \left( (H' + [K, H]) F \right) dx$$

$$= \int_{S^1} \frac{1}{2b} \left( \frac{\delta f}{\delta a} \right)' \left( \frac{1}{b} \left( \frac{\delta h}{\delta a} \right)' \right) - \frac{1}{b} \frac{\delta f}{\delta a} \left( a \frac{\delta h}{\delta a} - b \frac{\delta h}{\delta b} \right) + (\frac{\delta h}{\delta b})' \frac{\delta f}{\delta a} + a \frac{\delta h}{\delta a} \left( \frac{\delta h}{\delta a} \right)' dx,$$

and

$$\{h, f\}_0(a, b) = \int_{S^1} \text{trace} \left( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, H \right) F dx = \int_{S^1} 2 \frac{1}{b} \left( \frac{\delta h}{\delta a} \right)' \frac{\delta f}{\delta a} dx,$$

which coincide with (21) and (22). 

Notice that here we have used $\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ instead of the projective choice $\begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$. This is due to the fact that $p$ appears in the $(1, 2)$ entry of the Maurer-Cartan matrix, while $\kappa$ appeared in the $(2, 1)$ entry.

Applying the results of this section, and using the identification between the invariants of star-shaped curves and those projective curves, induced by projectivization $\pi$ (described at the end of §3.3), we obtain the following

**Theorem 9** The projectivization map $\pi$ induces a local bi-Poisson map between the space of periodic Maurer-Cartan matrices for centro-affine curves parametrized by centro-affine arc-length, and the space of Maurer-Cartan matrices for parametrized projective curves.
5 KdV Potentials and the AKNS System

In this section, we will relate the moving frame for solutions of the Schwarzian flow to the AKNS representation of KdV. This relationship will be important for generating solutions of Pinkall’s flow. We begin by pointing out a relationship between the AKNS system and the projective moving frame.

Suppose that the evolution of the map \( \phi : I \to \mathbb{RP}^1 \) takes the form

\[ u_t = (\kappa - a)u' \]  \hspace{1cm} (23)

for a constant \( a \). Then (8) specializes to

\[ \kappa_t = -\frac{1}{2}\kappa''' + 2\kappa \kappa' + (\kappa - a)\kappa' = -\frac{1}{2}\kappa''' + 3(\kappa - \frac{4}{3})\kappa', \]

showing that the function \( q(x, t) = \kappa - \frac{1}{3}a \) satisfies the KdV equation:

\[ q_t = -\frac{1}{2}q''' + 3qq'. \]  \hspace{1cm} (24)

The AKNS system for the KdV equation [1,9] takes the form

\[ \psi' = U\psi, \psi_t = V\psi \]

where \( \psi \) is a two-dimensional vector or matrix and

\[
U = \begin{pmatrix}
\lambda & q \\
1 & -\lambda
\end{pmatrix}, \quad V = \begin{pmatrix}
-2\lambda^3 + \lambda q + \frac{1}{2}q' - 2\lambda^2 q - \lambda q' - \frac{1}{2}q'' + q^2 \\
q - 2\lambda^2 & 2\lambda^3 - \lambda q - \frac{1}{2}q'
\end{pmatrix}.
\]

If we let \( \varphi = \psi^T \), then we obtain the system

\[
\frac{d\varphi}{dx} = \varphi \begin{pmatrix}
\lambda & 1 \\
q & -\lambda
\end{pmatrix}, \quad \frac{d\varphi}{dt} = \varphi \begin{pmatrix}
-2\lambda^3 + \lambda q + \frac{1}{2}q' & q - 2\lambda^2 \\
-\frac{1}{2}q'' - \lambda q' + q(q - 2\lambda^2) & 2\lambda^3 - \lambda q - \frac{1}{2}q'
\end{pmatrix}.
\]  \hspace{1cm} (25)

By comparing this with (3) and (7), we obtain

**Proposition 10** If \( \phi \) satisfies the evolution equation (6) with \( r = \kappa - 3\lambda^2 \), then the \( \lambda \)-normalized frame \( \rho \) satisfies the AKNS system (25) with \( q = \kappa - \lambda^2 \).

**Remark 2** Since the KdV equation for \( q \) is equivalent to the compatibility condition of system (25), the potential \( q(x, t) = \kappa - \lambda^2 \) must be assumed to be independent of the spectral parameter \( \lambda \). Thus, in order to construct a solution to the AKNS system for a given KdV solution \( q \) from the moving frame, we would have to select \( \lambda \)-dependent initial conditions for the family of evolution equations with \( r = \kappa - 3\lambda^2 \), so that the same potential \( q \) results from all flows.
We will now specialize to the Schwarzian KdV equation (i.e., setting $a = 0$ in (23)), and discuss a direct connection between this flow and the AKNS system, bypassing the moving frame.

5.1 Closed Solutions of Pinkall’s Flow

As we will see, a star-shaped curve can be constructed in terms of the eigenfunctions of the AKNS system (25). We will show that the constructed curve evolves by Pinkall’s flow.

**Proposition 11** Let $\Phi$ be a fundamental matrix solution of (25), satisfying the condition $\det \Phi = -1$. Define the curve $\gamma_0 \in \mathbb{R}^2$ as the second column of $\Phi$ evaluated at $\lambda = 0$:

$$
\gamma_0 = \Phi_{|\lambda=0} \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
$$

(26)

Then $\gamma_0$ is a star-shaped curve with centro-affine curvature $p = -q$. Moreover $\gamma_0$ evolves by Pinkall’s flow (2).

**PROOF.** We introduce

$$
\gamma = \Phi \begin{pmatrix} 0 \\ 1 \end{pmatrix},
$$

(27)

for arbitrary $\lambda$, and use the spatial part of the AKNS system (25) to compute

$$
\gamma' = \Phi' \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \Phi \begin{pmatrix} 1 \\ 0 \end{pmatrix} - \lambda \gamma.
$$

Then, $\det(\gamma, \gamma') = \det \left( \Phi \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \Phi \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) = -\det \Phi = 1$, and thus $\gamma$ is an arclength parametrized centro-affine curve for every $t$. Moreover,

$$
\gamma'' = \Phi \begin{pmatrix} \lambda \\ 1 \\ q \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} - \lambda \gamma' = \lambda \Phi \begin{pmatrix} 1 \\ 0 \end{pmatrix} + q \gamma - \lambda \left[ \Phi \begin{pmatrix} 1 \\ 0 \end{pmatrix} - \lambda \gamma \right] = (q + \lambda^2) \gamma,
$$

showing that the centro-affine curvature of $\gamma$ is $-(q + \lambda^2)$. 
Finally, using the temporal part of the AKNS system (25), we compute the velocity field of $\gamma$:

$$\gamma_t = \Phi \left( \begin{array}{c} q - 2\lambda^2 \\ 2\lambda^3 - \lambda q - \frac{1}{2} q' \end{array} \right) = (q - 2\lambda^2)(\gamma' + \lambda \gamma) + \left( 2\lambda^3 - \lambda q - \frac{q'}{2} \right) \gamma = -\frac{q'}{2} \gamma + (q - 2\lambda^2)\gamma'. \tag{28}$$

Evaluating (28) at $\lambda = 0$ gives Pinkall’s flow for a curve $\gamma_0$ with curvature $p = -q$.

If we construct the curve $\gamma$ at $\lambda \neq 0$, we can use the following symmetry of the KdV equation and its AKNS system to obtain another solution of Pinkall’s flow, with a different but related centro-affine curvature function:

**Proposition 12** Suppose $\Phi$ satisfies the AKNS system (25) at $(q, \lambda)$. Then

$$\tilde{\Phi}(x, t) = \Phi(x + ct, t) \begin{pmatrix} 1 & 0 \\ a & 1 \end{pmatrix}, \tag{29}$$

with $c = -3\lambda^2 - 6\lambda a$, satisfies the AKNS system at $(\tilde{q}, \lambda + a)$, with

$$\tilde{q}(x, t) = q(x + ct, t) - a^2 - 2\lambda a.$$

**Proof.** Although this symmetry is the well-known Galilean symmetry of the KdV equation and its Lax pair, we sketch the main steps of the proof in the AKNS setting. Let $\tilde{\Phi} = \Phi A$, with $A$ a gauge matrix possibly dependent on $x$; then

$$\tilde{\Phi}' = \tilde{\Phi} \left[ A^{-1} \begin{pmatrix} \lambda & 1 \\ a & \lambda \end{pmatrix} + A^{-1} A' \right].$$

It is easy to check that $A$ must be equal to $\begin{pmatrix} 1 & 0 \\ a & 1 \end{pmatrix}$ in order for the matrix expression in the square brackets to be of the form $\begin{pmatrix} \lambda + a & 1 \\ \tilde{q} & -(\lambda + a) \end{pmatrix}$. It follows that $\tilde{q} = q - a^2 - 2\lambda a$. Finally, using system (25) to compute $\tilde{\Phi}_t = (c\Phi_x + \Phi_t)A$, one finds that choosing $c = -3a^2 - 6\lambda a$ will leave the form of the temporal part of the AKNS system invariant, with $\lambda$ replaced by $\lambda + a$ and $q$ replaced by $\tilde{q}$. □
By setting \( a = -\lambda \) in the previous proposition, and applying Prop. 11, it immediately follows that

**Corollary 13** Let \( \Phi \) be as in Proposition 12 and let \( \gamma \) be as defined by (27). Then, for any \( \lambda \), the curve \( \tilde{\gamma}(x,t) = \gamma(x + 3\lambda^2 t, t) \) solves equation (2) with \( \tilde{p}(x,t) = p(x + 3\lambda^2 t, t) - \lambda^2 \).

The symmetry property derived in Proposition 12 allows us to reconstruct closed solutions of Pinkall’s flow given periodic solutions of the KdV equation, by selecting appropriate values of \( \lambda \).

**Remark 3** The components of \( \gamma \) solve the Schrödinger equation

\[
\psi'' + (\zeta - q)\psi = 0, \quad \zeta = -\lambda^2. \tag{30}
\]

In fact, e.g., \( \gamma_1 = \phi_2 \) the second component of a solution of system (25), and a short calculation shows that \( \phi_2 \) satisfies (30).

It follows that, for a given periodic \( q \), only the values of \( \zeta \) for which the eigenfunction \( \psi \) of the Schrödinger operator \( \mathcal{L} = -\left(\partial_x\right)^2 + q \) is periodic give rise to a closed curve. We can finally state the following

**Closure Condition.** Given a periodic KdV potential \( q \), the associated solution of Pinkall’s flow \( \gamma \) is a closed curve provided \( \zeta = -\lambda^2 \) is a periodic point of the spectrum of \( q \).

6 Finite-gap solutions of Pinkall’s flow

In this section we will construct examples of curves evolving by Pinkall’s flow, associated with finite-gap solutions of the KdV equation. These curves will be built from linearly independent solutions \( \psi_1, \psi_2 \) of the scalar Lax pair (of which (30) is the spatial part). First, we review the formulas for these solutions. (The following is based on sections 3.1 and 3.4 in [2], with suitable changes in normalization.)

6.1 Finite-Gap KdV Solutions

We keep the same normalization for the KdV equation (24); the complete expression for its (scalar) Lax pair is

\[
\begin{cases}
\mathcal{L}\psi = \zeta\psi, & \mathcal{L} = -(\partial_x)^2 + q, \\
\psi_t = \mathcal{P}\psi, & \mathcal{P} = -2(\partial_x)^3 + 3q\partial_x + \frac{3}{2}q_x.
\end{cases}
\]
Let $\Sigma$ be a hyperelliptic Riemann surface of genus $g$ with real branch points, described by

$$
\mu^2 = \prod_{j=0}^{2g} (\zeta - E_j), \quad E_0 < E_1 < \ldots < E_{2g}.
$$

(Note that $\zeta = \infty$ is also a branch point.) Then there are meromorphic differentials $d\Omega_1, d\Omega_2$ on $\Sigma$, with certain prescribed singularities at $\infty$, such that when $P \in \Sigma$ lies over $\zeta \in \mathbb{C}$, a solution to the Lax pair is given by the Baker-Akhiezer eigenfunction

$$
\psi(x, t; P) = \exp(\Omega_1(P)x + \Omega_2(P)t) \frac{\theta(A(P) + Vx + Wt)\theta(D)}{\theta(A(P) + D)\theta(Vx + Wt + D)}.
$$

(31)

Before giving the formula for the KdV solution, we will explain how to calculate the ingredients in this formula:

1. Choose a homology basis on $\Sigma$, with cycle $a_k$ on the upper sheet winding counterclockwise around the branch cut between $E_{2k-1}$ and $E_{2k}$, and cycles $b_k$ such that the intersection pairing satisfies $a_j \cdot b_k = \delta_{jk}$ and $b_j \cdot b_k = 0$, where $1 \leq j, k \leq g$ (see, e.g., Figure 1). Let $\omega_k$ be the basis of holomorphic differentials on $\Sigma$ such that

$$
\oint a_j \omega_k = 2\pi i \delta_{jk},
$$

and define the Riemann theta function, used in (31), as

$$
\theta(z) = \sum_{n \in \mathbb{Z}^g} \exp \langle n, z + \frac{1}{2}Bn \rangle, \quad z \in \mathbb{C}^g.
$$

2. Construct Abelian differentials of the form

$$
d\Omega_1 = \frac{i}{2} \zeta^g \mu d\zeta + \ldots, \quad d\Omega_2 = 3i\left(\frac{\zeta^{g+1} - \frac{c^g}{2}}{\mu}\right) d\zeta + \ldots,
$$

where $c = \sum_{j=0}^{2g} E_j$ and the missing terms are linear combinations of the $\omega_k$ chosen uniquely so that $\int_{a_k} d\Omega_1 = 0$ and $\int_{a_k} d\Omega_2 = 0$. The vectors $V$ and $W$ in (31) are the $b$-periods of these differentials, i.e., $V_k = \int_{b_k} d\Omega_1$ and $W_k = \int_{b_k} d\Omega_2$. Because of the reality of the branch points, these vectors are pure imaginary; the vector $D$ is also pure imaginary, with arbitrary components.

3. The Abelian integrals $\Omega_i(P)$ are computed with basepoint $E_0$, while the Abel map $A(P) = \int^P \omega$ (where $\omega$ is the vector of normalized holomorphic differentials) is computed with basepoint $\infty$. Both of these integrals fail to be path-independent; however, we make (31) well-defined by requiring that the integration paths in $A(P)$ and $\Omega_i(P)$ differ by a fixed path from $\infty$ to $E_0$ in $\Sigma_0$, the Riemann surface cut open along the homology cycles.
The formula for \( u(x,t) \) is derived by substituting (31) into the spatial part of the Lax pair, and taking the limit as \( \zeta \to \infty \). One obtains
\[
q(x,t) = -2 \left( c_1 + (\partial_x)^2 \log \theta(Vx + Wt + D) \right).
\] (32)

The real constant \( c_1 \) is defined by the asymptotic expansion of \( \Omega_1 \) near \( \infty \) in \( \Sigma_0 \):
\[
\Omega_1 = w^{-1} - c_1 w + O(w^3),
\]
where \( w \) is a holomorphic coordinate near \( \infty \) such that \( w^2 = -1/\zeta \) and
\[
\mu = i(-1)^g w^{-2g-1}(1 + \frac{g}{2}w^2 + O(w^4)).
\]

**Remark 4** The values of \( V, W \) and \( c_1 \) can be obtained by calculating the \( a \)-periods of the coordinate differentials \( (\zeta^i/\mu)d\zeta \) (which are holomorphic on \( \Sigma \) for \( i < g \)). Namely, if constants \( c_{jk} \) are such that \( \omega_j = c_{jk}(\zeta^{g-k}/\mu)d\zeta \), then
\[
V_j = 2ic_{j1}, \quad W_j = 2(2ic_{j2} + \frac{c}{2}V_j).
\]

Furthermore,
\[
c_1 = -\frac{c}{2} - \frac{1}{4\pi} \sum_{k=1}^g V_k \oint_{\alpha_k} \frac{\zeta^g}{\mu} d\zeta.
\]

These formulas are obtained by applying Stokes’ Theorem to certain differentials on \( \Sigma_0 \); see ([2], §2.4.3) and ([5], §5.3) for similar calculations.

**Remark 5** The Riemann theta function is \( 2\pi i \)-periodic in each entry. Thus, \( q(x,t) \) will have period \( L \) in \( x \) if \( \frac{L}{2\pi i} V \) is an integer vector. (This will occur, for an appropriate choice of \( L \), if the entries of \( V \) are rationally related.) Assuming this is the case, we can consider the Floquet spectrum of \( q \). The eigenfunction \( \psi \) is \( L \)-periodic iff \( L\Omega_1(P) \) is also an integer multiple of \( 2\pi i \). In fact, taking the Baker eigenfunctions at points lying over the same value of \( \zeta \) generically gives linearly independent solutions to the Lax pair, and we can use these to compute that the Floquet discriminant is given by
\[
\Delta(\zeta) = 2 \cos(iL\Omega_1(P)).
\]

### 6.2 Generating Examples

In our examples, we choose real branch points so that the vector \( V \) has rationally related components. We then construct a curve in the centro-affine plane, evolving by Pinkall’s flow, by using shifted eigenfunctions as specified in Corollary 13. We use Baker eigenfunctions evaluated at certain points \( P \) (lying over the continuous spectrum of \( q \)) chosen so as to make the curve smoothly closed. In particular, given a finite-gap KdV solution of period \( L \) and a point
$P$ at which
\[
\frac{L\Omega_1(P)}{2\pi i} = \frac{m}{n}
\]
for a rational number $m/n$ in lowest terms, then the eigenfunctions will have period $nL$. (In the examples below, $L = \pi$ in each case.) Then the curve will close up smoothly after $n$ periods of its curvature, hence will at each time be congruent to itself under an $SL(2)$-motion of period $n$.

We obtain suitable locations for the branch points and $P$ by carrying out isoperiodic deformations, beginning with the spectrum of the zero potential, and opening up successive gaps. (The ODE system for isoperiodic deformations was derived in [10] and the scheme for deforming to higher genus was described for the NLS equation in [6]. This carries over to the KdV case without significant modifications.) In more detail, the continuous spectrum of the zero potential is $[0, \infty)$, and contains periodic points where $\zeta$ is the square of an integer. We obtain genus 2 solutions of period $\pi$ by opening up gaps around $\zeta = 4, 9$ (see Figure 1), or genus 3 solutions by opening up gaps around $\zeta = 1, 4, 9$.

The captions to Figures 2 through 5 give further details for our examples.

![Fig. 1. At top, the spectrum of the zero KdV potential, with two marked double points to be opened up by isoperiodic deformation; at bottom, the spectrum of the resulting genus 2 potential.](image)
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Fig. 2. Solution generated by a genus 2 potential, with branch points \((-0.0400525, 3.47762, 4.47468, 8.62255, 9.42258)\), frequency vector \(V = (-4i, -6i)\) and \(D = 0\), constructed at \(\zeta = 0.400062\); the value \(\Omega_1 = (2/3)i\) gives 3-fold symmetry. The first picture shows the curve at times 0, .08, .16 (darker to lighter); second picture shows time evolution of three particles along the curve.

Fig. 3. Solution generated by a genus 2 potential, with branch points \((-0.12408, 3.11086, 4.68657, 8.15068, 9.95102)\), frequency vector \(V = (-4i, -6i)\) and \(D = 0\), constructed at \(\zeta = 1.58191\), where \(\Omega_1 = (4/3)i\). Shown at times 0 and 1.35 (dark and light, respectively), along with the time evolution of 4 particles along the curve in the first quadrant.
Fig. 4. Solution generated by a genus 3 potential, with branch points \((-0.277121, 0.291382, 1.23879, 2.95364, 4.93069, 8.30355, 9.90382)\), frequency vector \(V = (-2i, -4i, -6i)\) and \(D = 0\), constructed at \(\zeta = -0.0705768\); the value \(\Omega_1 = -0.5i\) gives 4-fold symmetry. The first picture shows the initial condition, followed by curves at times \(0, 0.08, .16\) (from dark to light), then tracks of three particles under the time evolution.

Fig. 5. A genus 3 solution, with the same branch points and \(V, D\) values as in Figure 4, but now the double point is \(\zeta = 2.01811\), where \(\Omega_1 = 1.5i\). The curve is shown at times \(0, .02, .04, .06\).