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Abstract. We employ the Poisson-Lie group of pseudo-difference operators

to define lattice analogs of classical Wm-algebras. We then show that the so-

constructed algebras coincide with the ones given by discrete Drinfeld-Sokolov
type reduction.
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1. Introduction and Background

It is well-known that the space of monic order m periodic differential operators
without sub-leading term, i.e. operators of the form

u0(x) + . . . + um−2(x)∂m−2 + ∂m,
where ∂ ∶= ∂/∂x and the coefficients ui(x) are periodic functions, has a remarkable
Poisson structure, called the second Adler-Gelfand-Dickey bracket [? ? ]. The
corresponding Poisson algebra is known as the classical Wm-algebra and can be
identified with the semi-classical limit of the Wm-algebra arising in conformal field
theory [? ]. In connection with integrable systems, Adler-Gelfand-Dickey structures
are best known as Poisson brackets for KdV-type equations. In particular, the W2-
structure coincides with the second Poisson bracket for the classical KdV equation
and can be interpreted as the Lie-Poisson structure on the dual of the Virasoro
algebra. The present paper concerns the problem of discretization of Adler-Gelfand-
Dikii brackets.

The authors gratefully acknowledge support: AI through National Science Foundation grant
DMS-2008021, GMB through research funding from the College of Letters & Science at UW-
Madison.
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Recall that in the continuous setting the Adler-Gelfand-Dickey bracket can be
constructed in two different ways: either from the multiplicative structure on the
algebra of formal pseudo-difference operators (which can also be interpreted as a
Poisson-Lie structure on the extended group of such operators [? ]), or by perform-
ing the so-called Drinfeld-Sokolov reduction to a specific symplectic leaf in the dual
of an affine (Kac-Moody) Lie algebra [? ]1. The goal of the present paper is to
show that, when properly understood, both constructions admit a discretization (a
lattice version). Moreover, we show that, similarly to the continuous setting, both
discrete constructions yield the same result. Thus, there is a well defined notion of
a lattice Wm-algebra. As special cases, one recovers familiar structures. Namely,
for m = 2 one obtains the lattice Virasoro algebra of Faddeev-Takhtajan-Volkov [?
? ] (also known as a cubic Poisson structure associated to the Volterra lattice [?
]), while m = 3 corresponds to the lattice W3-algebra of Belov-Chaltikian [? ].

The discrete version of the Drinfeld-Sokolov reduction is not new: in a 2013 paper
with Wang [? ], followed by a 2020 paper with Calini [? ], the second author showed
the existence of two compatible Poisson structures for lattice KdV equations, one
of which can be thought of as a discretization of the second Adler-Gelfand-Dickey
bracket and is obtained via a Drinfeld-Sokolov type reduction process. The new
ingredients of the present paper is the second construction based on the Poisson-
Lie group of scalar operators, as well as the proof of equivalence of these two
approaches. Below we describe these two constructions both in the continuous
and discrete settings and formulate our main theorem on the coincidence of two
definitions of lattice Wm-algebras.

First, we recall the construction of continuous Wm-algebras (Adler-Gelfand-
Dickey brackets) based on scalar differential operators. Consider the associative
algebra of periodic formal pseudo-differential symbols, i.e. infinite in the negative
direction Laurent series over periodic functions in terms of the differentiation oper-
ator ∂ ∶= ∂/∂x. This algebra has a natural decomposition into a direct sum of two
subalgebras: the subalgebra of differential operators, and the complementary sub-
algebra of integral operators. The difference of projectors onto these subalgebras
defines an r-matrix which is skew-symmetric with respect to Adler’s trace form.
Therefore, the associated Sklyanin bracket gives a multiplicative Poisson structure
on periodic pseudo-differential symbols, and in particular on periodic differential
operators. Furthermore, that bracket restricts to monic operators. The final step
of the construction is to take the quotient by the adjoint action

u0 + . . . + um−1∂
m−1 + ∂m ↦ f ○ (u0 + . . . + um−1∂

m−1 + ∂m) ○ f−1,

where f is a non-vanishing function with periodic logarithmic derivative. The cor-
responding quotient space can be identified with the space of operators without
sub-leading term, and the quotient Poisson structure arising on that space is pre-
cisely the Adler-Gelfand-Dickey bracket. Alternatively, one can take the quotient
by the same action but with periodic f . This leads to the space of operators with
constant sub-leading term, in which operators with zero sub-leading term are em-
bedded as a Poisson submanifold [? ].

1There exists yet another equivalent definition of a W -algebra as the center of a certain com-
pletion of the universal enveloping algebra of an affine algebra [? ]. We do not discuss this

construction or its possible discretizations in the present paper.
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The space of monic order m periodic differential operators without sub-leading
term has a geometric interpretation. Namely, for any such operator let f1, . . . , fm
be a basis in its kernel. Then µ(x) ∶= (f1(x) ∶ . . . ∶ fm(x)) is a curve in the projective

space RPm−1. Upon a change of basis, this curve undergoes a projective transfor-
mation. Furthermore, due to the periodicity of the differential operator, this curve
is quasi-periodic i.e. closed up to a projective transformation, known as the mon-
odromy. One can show that this construction defines a one-to-one correspondence
between monic order m periodic differential operators without sub-leading term
and projective equivalence classes of quasi-periodic curves in RPm−1, satisfying a
certain non-degeneracy condition [? ]. Thus, the Adler-Gelfand-Dickey bracket can
be viewed as a Poisson structure on equivalence classes of curves in the projective
space.

There has been a large body of work on discrete analogs of the Adler-Gelfand-
Dickey bracket, i.e. discrete Wm-algebras, both in the q-difference [? ? ? ? ]
and difference [? ? ? ? ? ? ] settings. However, it seems that the above direct
construction producing the Adler-Gelfand-Dickey bracket from the multiplicative
Poisson structure on differential operators has never been discretized. The main
difficulty encountered on this path is that although both difference and q-difference
operators admit natural multiplicative Poisson structures, these structures do not
restrict to monic operators. This difficulty is usually overcome by considering vari-
ous non-multiplicative modifications of the Sklyanin bracket, cf. e.g. [? ]. The goal
of the first part of the present paper (Section 2) is to show that this problem can
in fact be resolved fully within the multiplicative setting. To that end, we slightly
change the perspective on the classical Adler-Gelfand-Dickey bracket. Namely, ob-
serve that instead of reducing monic operators with respect to the adjoint action,
one can consider all order m operators with non-vanishing leading term and reduce
with respect to the left-right action

u0 + . . . + um∂m ↦ f ○ (u0 + . . . + um∂m) ○ g−1,

where f and g are functions with periodic logarithmic derivatives and such that
f/g is periodic. This quotient can again be identified with monic operators without
sub-leading term, and the reduced bracket coincides with the Adler-Gelfand-Dickey
bracket. Indeed, the left action of functions on order m operators admits a Pois-
son section given by monic operators, so reduction by that action is equivalent to
restriction. Therefore, taking the quotient by the left-right action is equivalent to
first restricting to monic operators and then taking the quotient by the adjoint
action.

This modified construction of the Adler-Gelfand-Dickey bracket admits an im-
mediate discretization. In the difference case, consider the space of upper-triangular
N -periodic difference operators of degree m, i.e. operators of the form

u0 + . . . + umT m,
where each uj is an N -periodic bi-infinite sequence of real numbers uji ∈ R, and
T is the left shift operator on bi-infinite sequences, i.e. (T v)i ∶= vi+1. This space
has a Poisson structure inherited from the natural multiplicative bracket on all
periodic difference operators (as in the differential case, the multiplicative bracket
on difference operators can be viewed as a Poisson-Lie structure; however, just like
differential operators, difference operators do not form a group and hence must be
extended to pseudo-difference ones in order to obtain a Poisson-Lie interpretation).
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The latter multiplicative bracket is in fact well familiar: the algebra of allN -periodic
difference operators is isomorphic to the loop algebra of Laurent polynomials in one
variable with values in N ×N matrices, and the corresponding bracket on the loop
algebra is given by the standard trigonometric r-matrix. In the setting of difference
operators, this r-matrix and the corresponding Poisson structure were considered
e.g. in [? ? ].

Definition 1.1. The lattice Wm-algebra is the quotient of degree m upper-
triangular N -periodic difference operators by the left-right action

(1) u0 + . . . + umT m ↦ f ○ (u0 + . . . + umT m) ○ g−1,

where f and g are bi-infinite sequences satisfying the quasi-periodicity conditions
fi+N /fi = gi+N /gi = λ for some constant λ ∈ R ∖ 0.

For m = 2,3, we recover familiar structures. Namely, for m = 2 we obtain the
lattice Virasoro algebra of Faddeev-Takhtajan-Volkov [? ? ] (see Section 2.5).
Likewise, for m = 3 one gets the lattice W3-algebra of Belov-Chaltikian [? ] (this
is a long but straightforward calculation which we omit). We also believe that our

algebras can be constructed via the q → N
√

1 limit from q-difference Wm-algebras
of [? ? ? ? ]. Moreover, we expect that those q-difference Wm-algebras themselves
can be obtained using a q-difference version of the above construction, i.e. by double
reduction of the space of fixed order q-difference operators.

Also note that when the degree m and the period N are coprime, the action (1)
admits a section given by operators of the form

(2) (−1)m + v1T + . . . + vm−1T m−1 + T m,
so one can in principle identify the lattice Wm-algebra with operators of such form.
However, the Poisson bracket written in terms of entries of v1, . . . , vm−1 is non-local.
As we will see below, a better coordinate system is provided by identifying the
lattice Wm-algebra with the space of twisted polygons, i.e. bi-infinite sequences of
points µi ∈ RPn−1 satisfying µi+N = φ(µi) for a certain projective transformation φ
(the monodromy). The correspondence between difference operators and polygons
is constructed in exactly the same way as between differential operators and curves:
given an order m difference operator, one constructs a polygon by the rule µi ∶=
(f1
i ∶ . . . ∶ fmi ), where f1, . . . , fm is any basis of the kernel.

Using a different point of view, the authors of [? ] constructed a pair of discrete
Hamiltonian structures using a modified Drinfeld–Sokolov reduction process. In the
continuous case, the reduction coincided with the Adler-Gelfand-Dickey bracket, as
shown in [? ]. In the case of G = SL(m), the original Drinfeld–Sokolov reduction [?
] can be described as follows: consider matrix differential operators of the form

L = d

dx
+ q(x) +Λ

where the function q ∈ C∞(S1,b) has values in the Borel subalgebra b ⊂ sl(m) of
upper triangular matrices, and Λ = ∑m−1

i=1 Ei+1,i, where by Ei,j we mean a matrix
with 1 in the (i, j) entry and zeroes elsewhere. While [? ] includes a spectral
parameter in their description, the spectral parameter will not be relevant in this
paper and we will assume it to vanish. The authors of [? ] showed that any element
in C∞(S1,SL(m)) can be transformed to a certain normal form using the gauge
action

L↦ S−1LS
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where S ∈ C∞(S1,N ), with N being the subgroup of SL(m) given by the exponen-
tial of strictly upper triangular matrices. The normal form reads

(3) Lcan = d

dx
+
m−1

∑
i=1

vi(x)Ei,m +Λ.

Therefore, Lcan can be seen as defining a section transverse to the quotient
C∞(S1,b)/C∞(S1,N ), with C∞(S1,N ) acting on C∞(S1,b) using the gauge ac-
tion.

If g is the Lie algebra of G with G semisimple, the space C∞(S1,g∗) has a
natural Lie-Poisson structure given by

{F ,G}(ξ) = ∫
S1

⟨[δF , δG], ξ⟩dx.

The cocycle ω ∶ C∞(S1,g) ×C∞(S1,g)→ R given by

ω(ξ, µ) = ∫
S1

⟨ dξ
dx
,µ⟩dx

defines the Poisson bracket

(4) {F ,G}(ξ, s) = ∫
S1

(⟨[δF , δG], ξ⟩ + s⟨dδF
dx

, δG⟩)dx.

Here g and g∗ are identified using an invariant inner product in g - in our case it
is defined by the trace of the product. The bracket (4 is the Lie-Poisson bracket
of the central extension C∞(S1,g∗) × R, and it foliates into Poisson submanifolds
corresponding to a fixed value of the real component s. When s = 1 the symplectic
leaves are given by gauge orbits, with the gauge action described as above. Drinfeld
and Sokolov proved that (4) with s = 1 can be reduced to C∞(S1,b)/C∞(S1,N ),
and the resulting Poisson bracket is equivalent to the bracket previously described
on the space of scalar operators. (One can reduce for any value of s ≠ 0, all brackets
are equivalent.)

The author of [? ] took a different approach. She identified the canonical
form (3) as defining the Maurer-Cartan equation for projective curves, with vi its
projective invariants. The moving frame associated to a curve would be ρ(x) ∈
SL(m), solution of Lcan(ρ) = 0, and the curve would be µ(x), the projectivization

of γ(x) = ρ(x)e1. Using the fact that that RPm−1 = PSL(m)/H, with H the
isotropic subgroup of the origin, defined by matrices of the form

(∗1 ∗
0 ∗m−1

) ∈ SL(m)

she proved that by substituting b with sl(m), and N by H, and using the same
action and central extension, one could show two facts: (a) the canonical forms (3)
define a section of the new quotient; and (b) the Poisson structure (4) reduces to
this new quotient and produces a Poisson bracket on the space of equivalence classes
of projective curves under the action of the projective group. The reduced Poisson
bracket was equal to that of Drinfeld and Sokolov. She also found a straightforward
way to identify the curve evolutions

γt =Xf(γ)
inducing the f -Hamiltonian flow on the invariants vi. (These curve evolutions
are uniquely defined on the lifts of projective evolutions to Rm.) The authors of
[? ] defined the reduced Poisson bracket as pre-symplectic forms in the space
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of projective vector fields of curves in the projective plane. The authors of [? ]
described these pre-symplectic forms for general dimensions.

This geometric approach has a straightforward discretization. As in the con-
tinuous case, the authors of [? ] used the representation of RPm = PSL(m)/H
as homogeneous space, and envisioned the space of classes of projective twisted
N -polygons as a quotient PSL(m)N /HN , with HN acting on PSL(m)N by right

discrete gauges. Recall that a twisted N -gon in RPm−1 is a bi-infinite sequence
µn ∈ RPm−1, n ∈ Z, satisfying µn+N = φ(µn) for a certain projective transformation
φ called the monodromy, a certain period N ∈ Z, and any n. The right (respectively
left) discrete gauge action is defined as a map HN ×GN → GN given by

(hi, gi)↦ (hi+1gih
−1
i ), (respectively (h−1

i gihi+1)).
Discrete gauge actions are Poisson maps for the well-known twisted bracket, origi-
nally defined by Semenov-Tian-Shansky in [? ]. The authors of [? ] showed that
Semenov-Tian-Shansky’s bracket can be reduced to PSL(m)N /HN , defining a Pois-
son structure on the set of projective equivalence classes of twisted polygons. The
reduction was a Hamiltonian structure for generalized Boussinesq lattice system
of equations, and the authors found a second Hamiltonian structure and a master
symmetry for the system.

Furthermore, the authors of [? ] showed the existence of a local vector field in
the space of projective twisted polygons

γt =Xf(γ)
with γ being a uniquely chosen lift to Rm, inducing a reduced Hamiltonian evolution
on the flow of equivalence classes, with Hamiltonian function f . These vector fields
will be central to our main proof in the fourth section.

In our last chapter we prove that these two constructions produce the same
Hamiltonian structure. The connection of the scalar case in the first half of the
paper to the discretization of the Drinfeld-Sokolov reduction in the second half
is readily provided by projective polygons: as we described above, geometrically,
the quotient of the space of N -periodic order m difference operators by left and
right multiplication is the set of projective equivalence classes of twisted polygons.
Thus, the lattice Wm-algebra defined in the first half of the paper can be viewed
as a Poisson structure on projective equivalence classes of twisted polygons. The
results in our last chapter show that, given an invariant Hamiltonian f , one can
readily identify a unique invariant polygonal vector field Y f directly from the scalar
equations of the Poisson structure. This vector field induces the reduced Hamil-
tonian evolution with Hamiltonian function f on monic operators of the form (2).
If Xf is the vector field above, the main theorem of our paper states

Theorem 1.2. If Xf is defined by the reduction in [? ] and Y f is defined by the
the discrete Wm-algebras, then,

Xf = Y f .

2. A discretization of the Adler-Gelfand-Dickey bracket: Lattice
Wm-algebras

2.1. Lattice Wm-algebras as polygon spaces. We define a twisted N -gon in
Pm−1 as a bi-infinite sequence of points (pi ∈ Pm−1)i∈Z, along with a projective
transformation φ ∈ PGL(m), called the monodromy, such that pi+N = φ(pi) for
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all i. We also assume that for every i ∈ Z the points pi, . . . , pi+m−1 do not belong
to any proper projective subspace Pd ⊂ Pm−1. In other words, any lifts of these
points to vectors in Rm span Rm. Polygons with these property are sometimes
called non-degenerate. All polygons we consider have this property, so we refer to
non-degenerate polygons simply as polygons.

Denote the space of twisted N -gons in Pm−1 satisfying this condition by W̃m (as
is usually done when dealing with Wm-algebras, we suppress the dependence on
N). The space Wm is then defined as the quotient of W̃m by the natural action of
PGL(m).

We aim to construct a Poisson structure on the space Wm. To that end, we
describe the latter space in terms of order m difference operators. We say that
a linear operator on the space R∞ of bi-infinite sequences is an upper-triangular
difference operator of order m if it has the form

(5) D =
m

∑
i=0

aiT i,

where ai ∈ R∞ are bi-infinite sequences acting on R∞ by term-wise multiplication,
while T is the left shift operator (T ξ)j = ξj+1 (the term upper-triangular is used
to distinguish such operators from those which may also contain terms of negative
power in T ). The operator (5) is called N -periodic if all its coefficients ai are N -
periodic sequences, which is equivalent to saying that DTN = TND. We denote the
space of N -periodic upper-triangular difference operators of order m by DO(N,m).
The operator (5) is called properly bounded if its coefficient a0 of lowest power in T
and the coefficient am of highest power in T are sequences of non-zero numbers. It
is easy to see that the kernel of any properly bounded upper-triangular difference
operator of order m has dimension m. The space of properly bounded N -periodic
upper-triangular difference operators of order m will be denoted by PBDO(N,m).

Proposition 2.1. There is a natural one-to-one correspondence between the fol-
lowing two sets:

(1) The space Wm of projective equivalence class of twisted N -gons in Pm−1.
(2) The space PBDO(N,m) of properly bounded n-periodic order m upper-

triangular difference operators, modulo the action

(6) D ↦ αDβ−1,

where α,β are N -quasi-periodic sequences of non-zero numbers with the
same monodromy (i.e. there exists z ∈ R∗ such that αi+N /αi = βi+N /βi = z
for every i ∈ Z).

Proof sketch. The vertices of the polygon in Pm−1 associated with a difference op-
erator D ∈ PBDO(N,m) are given by vi ∶= (ξ1

i ∶ . . . ∶ ξmi ), where ξ1, . . . , ξm is any
basis in the kernel of D. Details of the proof for m = 3 can be found in [? ]. The
general case is completely analogous. �

Remark 2.2. The above proposition is a version of a standard result on the re-
lation between polygons and difference operators, see e.g. [? , Proposition 4.1].
A distinctive feature of our approach is the description of the moduli space of
twisted polygons as a quotient, as opposed to a subspace, of the space of difference
operators.
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What we will do next is construct a Poisson structure on N -periodic order m
upper-triangular difference operators which is invariant under the action (6). This
will allow us to obtain a Poisson structure on Wm by means of reduction. We
call the space Wm, endowed with a so-obtained Poisson structure, a lattice Wm-
algebra. In fact, we will construct a Poisson structure which is defined on all
difference operators (and on an even bigger space of pseudo-difference operators)
and then show that upper-triangular difference operators of fixed order form a
Poisson submanifold.

2.2. Poisson geometry of pseudo-difference operators and Wm-algebras.
We define an N -periodic pseudo-difference operator as an expression of the form

(7)
k

∑
i=−∞

aiT i,

where T , as above, is the left shift operator on bi-infinite sequences, while each ai ∈
R∞ is a bi-infinite sequence. Such an expression can be regarded either as a formal
sum, or as an actual operator acting on the space {ξ ∈ R∞ ∣ ∃ j ∈ Z ∶ ξi = 0∀ i < j}
of “semi-infinite” sequences.

We will denote the set of N -periodic pseudo-difference operators by ΨDO(N).
This set is an associative algebra. Moreover, almost every pseudo-difference oper-
ator is invertible. A sufficient condition for (7) to be invertible is aki ≠ 0 for all
i ∈ Z. We will denote the set of invertible N -periodic pseudo-difference operators
by IΨDO(N). This is a group with respect to multiplication. At least formally,
one can regard it as an infinite-dimensional Lie group. We will not discuss here
how to define endow IΨDO(N) with a manifold structure.

Remark 2.3. Consider the algebra of general (not necessarily upper-triangular)
N -periodic difference operators, i.e. finite sums of the form ∑aiT i, while each
ai ∈ R∞ is an N -periodic sequence. This algebra is isomorphic to the algebra
gl(N) ⊗ R[z, z−1] of gl(N)-valued Laurent polynomials in one variable z. Indeed,
consider the natural action of N -periodic difference operators on the space Vz of all
N -quasi-periodic sequences with monodromy z, i.e. sequences ξ ∈ R∞ that satisfy
ξi+N = zξi. This gives a 1-parametric family ρz of N -dimensional representations
of the algebra of difference operators. In each of the spaces Vz, we take a basis
ξ1, . . . , ξN determined by the condition ξij = δij for i, j = 1, . . . ,N . Written in this
basis, the representation ρz takes an N -periodic sequence a (viewed as an order zero
difference operator) to a diagonal matrix with entries a1, . . . , aN , while the shift

operator T becomes the matrix ∑n−1
i=1 Ei,i+1+zEN,1. Therefore, since the algebra of

difference operators is generated by order zero operators, T , and T −1, it follows that
ρz can be viewed as a homomorphism of difference operators into gl(N)⊗R[z, z−1].
Furthermore, it is easy to verify that this homomorphism is a bijection, and hence
an isomorphism. Moreover, it is easy to see that this identification naturally extends
to an isomorphism between the algebra of N -periodic pseudo-difference operators,
and the algebra of matrices over the field

R[z, z−1]] ∶= {
k

∑
i=−∞

αiz
i ∣ αi ∈ R}

of semi-infinite Laurent series. Under this isomorphism, the group IΨDO(N) of
invertible pseudo-difference operators is identified with the group of matrices over
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Laurent series with non-vanishing determinant (this group is one of the versions of
the loop group of GL(N)).
Proposition 2.4. There exists a natural Poisson structure π on the group
IΨDO(N) of N -periodic invertible pseudo-difference operators. This structure has
the following properties:

1. It is multiplicative, in the sense that the group multiplication is a Poisson
map. In other words, the group IΨDO(N), together with the structure π,
is a Poisson-Lie group.

2. The subset IDO(N,k) ∶= IΨDO(N)∩DO(N,k) of order k invertible upper-
triangular difference operators is a Poisson submanifold.

3. The Poisson structure π vanishes on the submanifold IDO(N,0) of invert-
ible order zero operators.

4. The Poisson structure π is invariant under an automorphism of IΨDO(N)
given by conjugation D → αDα−1 with quasi-periodic α ∈ R∞.

Remark 2.5. As explained in Remark 2.4, the group IΨDO(N) is isomorphic to
a version of the loop group of GL(N). In the loop group language, the Poisson
structure π is well-known: it is the one associated with the so-called trigonometric
r-matrix. Here we will provide a construction of this Poisson structure which does
not appeal to the loop group formalism. In fact, the language of (pseudo)difference
operators seems to be more natural when dealing with the trigonometric r-matrix.

Remark 2.6. As is usually the case in infinite-dimensional Poisson geometry, the
Poisson bracket π on IΨDO(N) is only defined for a certain relatively small subal-
gebra of functions. The good news is that π is well-defined for coordinate functions,
which guarantees that the restriction of π to the finite-dimensional submanifold of
fixed order upper-triangular difference operators is a genuine Poisson bracket (i.e.
the bracket of any two smooth functions is well-defined).

We will prove Proposition 2.4 in Section 2.4, after a brief general discussion of
Poisson-Lie groups. What we will do now is use Proposition 2.4 to construct a
Poisson bracket on the space Wm of (equivalence classes of) twisted polygons.

Proposition 2.7. The Poisson structure π from Proposition 2.4 induces a Poisson
structure on the space Wm of projective equivalence classes of twisted N -gons in
Pm−1.

Proof. According to the second statement of Proposition 2.4, the space IDO(N,m)
of invertible N -periodic order m upper-triangular difference operators is a Pois-
son submanifold of IΨDO(N). Furthermore, the space PBDO(N,m) of properly
bounded N -periodic order m upper-triangular difference operators is a subset of
IDO(N,m) (because non-vanishing of the leading term am in (5) guarantees in-
vertibility), and moreover it is clearly an open (and dense) subset. So, since
PBDO(N,m) is an open subset in a Poisson submanifold, it is also a a Poisson
submanifold. Thus, to prove that the Poisson structure π descends to Wm, it re-
mains to show that π is invariant under the action (6) (and apply Proposition
2.1). To that end, we describe that action slightly differently. Namely, notice that
since the sequences α, β in (6) have the same monodromy z, one can represent
the action (6) as conjugation by β followed by left multiplication with a periodic
sequence αβ−1. Furthermore, conjugation by β is a Poisson map by the fourth
statement of Proposition 2.4. So it remains to show that left action of the group
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IDO(N,0) of periodic non-vanishing sequences is Poisson. To that end, observe that
for any α ∈ IDO(N,0), its action on IΨDO(N) is a composition of the embedding
IΨDO(N) → IΨDO(N) × IΨDO(N) given by D ↦ (α,D) and the multiplication
map IΨDO(N) × IΨDO(N)→ IΨDO(N). These two maps are Poisson by, respec-
tively, the third and the first statement of Proposition 2.4. So, the left action of
IDO(N,0) on IΨDO(N), and hence on PBDO(N,m), is Poisson as well. Therefore,
the action (6) is Poisson, and the Poisson structure π descends to the space Wm of
projective equivalence classes of twisted polygons. �

Definition 2.8. The space Wm of projective equivalence classes of twisted N -gons
in Pm−1 endowed with a Poisson structure of Proposition 2.7 is called a lattice
Wm-algebra.

2.3. Poisson-Lie groups. This section is a brief introduction to the theory of
Poisson-Lie groups. Our terminology mainly follows that of [? ].

Recall that a Lie group G endowed with a Poisson structure π is called a Poisson-
Lie group if π is multiplicative, i.e. if the multiplication G × G → G is a Poisson
map. Assume that G is a Poisson-Lie group, and let g be its Lie algebra. Then,
using either left or right trivialization of the tangent bundle of G, one can identify
the bivector field π with a map G → g ∧ g. Furthermore, one can show that multi-
plicativity of π is equivalent to this map being a cocycle on G with respect to the
adjoint representation of G on g∧g. If, moreover, that cocycle is a coboundary, then
G is called a coboundary Poisson-Lie group. A Poisson-Lie group G is coboundary
if and only if there exists an element r ∈ g ∧ g, called the classical r-matrix, such
that the Poisson tensor π at every point g ∈ G is given by

(8) πg = (λg)∗r − (ρg)∗r ∀ g ∈ G,
where λg and ρg are, respectively, the left and right translations by g. Note that
although the bivector (8) is automatically multiplicative (since any coboundary is a
cocycle), it does not need to satisfy the Jacobi identity. The necessary and sufficient
condition for (8) to satisfy the Jacobi identity is a rather complicated equation in
terms of r, so it is usually replaced by simpler sufficient conditions, such as the
classical Yang-Baxter equation. In our case, however, the relevant condition is the
modified Yang-Baxter equation. We will formulate it under the assumption that
the Lie algebra g is endowed with an Ad-invariant inner product (i.e. an inner
product which is invariant under the adjoint action of G on g), in which case one
can identify the bivector r ∈ g∧ g with a skew-symmetric operator g→ g. Then the
modified Yang-Baxter equation for r reads

(9) [rx, ry] − r[rx, y] − r[x, ry] = c[x, y] ∀x, y ∈ g,
where c ∈ R is a constant not depending on x, y. It is well-known that this equation
implies (although is not necessary for) the Jacobi identity for (8). If the Lie algebra
of a coboundary Poisson-Lie group G is endowed with an invariant inner product,
and the corresponding r-matrix satisfies the modified Yang-Baxter equation (9),
then G is called factorizable.

Example 2.9. Let g be a Lie algebra endowed with an invariant inner product
( , ). Assume also that g, as a vector space, can be written as a direct sum of
two subalgebras g+ and g−, both of which are isotropic with respect to the inner
product ( , ). Then (g,g+,g−) is called a Manin triple. Any Manin triple gives
rise to a factorizable Poisson-Lie structure on the group G associated with the
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algebra g. The corresponding r-matrix r∶g → g, satisfying the modified Yang-
Baxter equation (9), is given by r ∶= 1

2
(p+ − p−), where p± are projectors g→ g±.

Example 2.10. This example is a generalization of the previous one. Let g be
a Lie algebra endowed with an invariant inner product. Assume also that g, as a
vector space, can be written as a direct sum of three subalgebras g+, g0, and g−,
such that [g0,g±] = g±, the subalgebras g± are isotropic, and g0 is orthogonal to
both g+ and g−. Then r ∶= 1

2
(p+ − p−) satisfies the modified Yang-Baxter equation,

thus turning the group G of the Lie algebra g into a factorizable Poisson-Lie group.
Later on we will use the term r-matrix for r + 1

2
id, using the notation r̂ instead.

We will define a Poisson structure on the group IΨDO(N) of N -periodic invert-
ible pseudo-difference operators using the construction described in Example 2.10.
But before we do that, let us notice that the group IΨDO(N) can be embedded, as
an open dense subset, into the associative algebra ΨDO(N) of all (not necessarily
invertible) N -periodic pseudo-difference operators. This simplifies things a lot, so
we would like to investigate this situation in more detail. Assume that a Lie group
G is embedded, as an open subset, into an associative algebra A (in a typical situa-
tion G coincides with the group of invertible elements in A). Then the Lie algebra
of G (and, more generally, the tangent space to G at any point) can be naturally
identified with A. Assume also that A is endowed with an invariant inner product,
which in the context of associative algebras means that (xy, z) = (x, yz) for any
x, y, z ∈ A (in particular, this inner product is invariant with respect to the adjoint
action of G ⊂ A on A). Furthermore, assume that r∶A → A is a skew-symmetric
operator satisfying the modified Yang-Baxter equation (9). Then G carries a struc-
ture of a factorizable Poisson-Lie group. Identifying the cotangent space T ∗gG with
the tangent space TgG = A by means of the invariant inner product, one can then
rewrite formula (8) for the corresponding Poisson tensor on G as

(10) πg(x, y) = (r(xg), yg) − (r(gx), gy) ∀ g ∈ G,x, y ∈ A.

Remark 2.11. The reader might notice that the right-hand side of (10) is actually
defined for every g ∈ A (invertibility of g is not necessary). So, this formula may
be used to define a Poisson bracket on the whole of A. This bracket is sometimes
called the (second) Gelfand-Dickey bracket on the associative algebra A.

Before we apply this construction to the group IΨDO(N), let us mention the
following general fact about coboundary Poisson-Lie groups, which we will need to
prove Proposition 2.4:

Proposition 2.12. Let σ∶G → G be an automorphism of a coboundary Poisson-
Lie group. Assume that the differential of σ at the identity preserves the r-matrix
(viewed as an element of g ∧ g) . Then σ is a Poisson map.

Proof. Since σ is an automorphism, we have λσ(g) = σλgσ−1 and ρσ(g) = σρgσ−1, so

πσ(g) = (λσ(g))∗r − (ρσ(g))∗r = σ∗(λg)∗(σ−1)∗r − σ∗(ρg)∗(σ−1)∗r.

Since σ preserves the r-matrix, the latter expression can be rewritten as σ∗(λg)∗r−
σ∗(ρg)∗r = σ∗πg. So, πσ(g) = σ∗πg, which means that σ is a Poisson map. �

2.4. Construction of the Poisson bracket on pseudo-difference operators.
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Proof of Proposition2.4. To define a Poisson structure on the group IΨDO(N) of
N -periodic invertible pseudo-difference operators, we will use the construction de-
scribed in Example 2.10. The Lie algebra of the group IΨDO(N) is the space
ΨDO(N) of all N -periodic pseudo-difference operators. That is actually an asso-
ciative algebra in which IΨDO(N) is embedded as the set of invertible elements.
So, after we describe an invariant inner product and an r-matrix, we will be able
to use formula (10). The invariant inner product is given by

(11) (D1,D2) = TrD1D2 ∀D1,D2 ∈ ΨDO(N),
where the trace of an N -periodic pseudo-difference operator D is defined by

Tr (
k

∑
i=−∞

aiT i) ∶=
N

∑
j=1

a0
j .

This product is clearly non-degenerate and invariant in the associative algebra
sense. Furthermore, one can verify explicitly that TrD1D2 = TrD2D1, so the inner
product (11) is symmetric. Alternatively, this can be showed by using the isomor-
phism of ΨDO(N) and the loop algebra of gl(N) (see Remark 2.3). In the loop
algebra language, the trace of an operator can be written as

TrD = resz=0z
−1trD,

where tr is the matrix trace.
Now, we represent ΨDO(N) as a sum of three subalgebras g−, g0, g+. Namely,

we define

g− ∶= {
−1

∑
i=−∞

aiT i}

as the subalgebra of operators which only contain terms of negative power in T ,
g0 ∶= DO(N,0) as the subalgebra of order zero difference operators (i.e. N -periodic
bi-infinite sequences), and

g+ ∶= {
k

∑
i=1

aiT i}

as the subalgebra of operators which only contain terms of positive power in T .
This decomposition clearly satisfies all the requirements of Example 2.10, so we
get an r-matrix r ∶= 1

2
(p+ − p−), and hence a factorizable Poisson-Lie structure on

IΨDO(N). This proves the first statement of Proposition 2.4. To prove the second
statement, we use formula (10). From that formula it follows that, when viewed as
map ΨDO(N)→ ΨDO(N), the Poisson tensor πD (where D ∈ IΨDO(N)) reads

(12) πD(Q) = Dr(QD) − r(DQ)D.
To show that the subset IDO(N,m) ⊂ IΨDO(N) of order m invertible upper-
triangular difference operators is a Poisson submanifold, one needs to prove that
for D ∈ IDO(N,m) the image of the Poisson tensor (12) belongs to the tangent
space to IDO(N,m) at D. The latter is the space DO(N,m) of all N -periodic
order m upper-triangular difference operators, so we need to show that the right-
hand side of (12) is an order m upper-triangular difference operator whenever D
is an order m upper-triangular difference operator. To that end, notice that the
right-hand side of (12) stays the same if r is replaced by r ± 1

2
Id. But the image

of r + 1
2
Id = p+ + 1

2
p0 (where p0 is the projector to g0) is contained in g0 + g+, so

the right hand-side of (12) is in g0 + g+ as well. At the same time, the image of
r− 1

2
Id = −p−− 1

2
p0 is the space g0+g−, so the right hand-side of (12) cannot contain
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terms whose degree in T exceeds m. Thus, the right-hand side of (12) is indeed an
upper-triangular difference operator of order at most m, as desired.

To prove the third statement of Proposition 2.4, notice that for an order zero
operator D one has r(QD) = r(Q)D and r(DQ) = Dr(Q), so from (12) we get
that the Poisson tensor π vanishes at D. To prove the fourth statement, we need
to show that conjugation by a quasi-periodic sequence preserves the r-matrix (see
Proposition 2.12). But this follows from preservation of g± and g0 along with the
inner product. So, Proposition 2.4 is proved. �

2.5. W2, Virasoro, and Volterra. In this section we show that the lattice W2-
algebra as defined above coincides with the lattice Virasoro algebra of Faddeev-
Takhtajan-Volkov [? ? ]. The corresponding Poisson structure also arises in in-
tegrable systems as the cubic Poisson bracket associated to the Volterra lattice [?
].

In order to compute the W2 structure in coordinates, we use the geometric
description of the space W2 as the space of projective equivalence classes of twisted
polygons in RP1. Let (pi ∈ RP1)i∈Z be a twisted N -gon. Set

(13) xi ∶= [pi−1, pi, pi+1, pi+2],
where the cross-ratio [a, b, c, d] of four points a, b, c, d ∈ RP1 is defined by

[a, b, c, d] ∶= (a − b)(c − d)
(a − c)(b − d) .

Then the numbers xi, subject to the periodicity condition xi+N = xi, define a
coordinate chart on an open dense subset of W2, see [? ].

We will compute the W2 structure in coordinates xi. To that end, we first need to
describe the restriction of the structure π on IΨDO(N) to the space of n-periodic
second order upper-triangular difference operators. For notational simplicity, we
will write such an operator as α + βT + γT 2. As coordinates on the space of such
operators, one can take the entries αi, βi, γi of the N -periodic sequences α,β, γ.

Proposition 2.13. Assume that N > 2. Then the restriction of the Poisson struc-
ture π to the space of n-periodic second order upper-triangular difference operators
is given by the following formulas:

{αi, βi−1} = −
1

2
αiβi−1, {αi, βi} =

1

2
αiβi, {αi, γi−2} = −

1

2
αiγi−2,

{αi, γi} =
1

2
αiγi, {βi, βi+1} = αi+1γi,

{βi, γi−1} = −
1

2
βiγi−1, {βi, γi} =

1

2
βiγi,

(14)

while all other Poisson brackets vanish.

Proof. This is a straightforward computation. As an example, let us compute the
bracket of αi and γj . First, note that the differentials of these functions (identified
with elements of the algebra ΨDO(N) by means of the invariant inner product)
are given by dαi = δi, dγj = T −2δj , where δi is an N -periodic sequence whose terms
are given by

δij ∶= [
1 if i = j mod N,

0 if i ≠ j mod N.
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Then, using formula (10), we get the following formula for the bracket {αi, γj}
computed at D ∶= α + βT + γT 2:

{αi, γj} = Tr (r(δiD)T −2δjD − r(Dδi)DT −2δj)

= Tr ((r − 1

2
Id)(δiD)T −2δjD − (r − 1

2
Id)(Dδi)DT −2δj)

= −1

2
Tr (δiαT −2δjD − δiαDT −2δj) = −

1

2
Tr (δiαT −2δjγT 2 − δiαγδj)

= −1

2
Tr (δiαδj+2(T −2γ) − δiαγδj) =

1

2
(−δi,j+2αiγi−2 + δijαiγi).

Assuming that N > 2, this gives {αi, γi−2} = − 1
2
αiγi−2, {αi, γi} = 1

2
αiγi, while other

Poisson brackets of the form {αi, γj} vanish. �

We now describe the Poisson structure on the space W2 of equivalence classes of
twisted polygons. To that end, we obtain coordinate expressions for the projection
PBDO(N,2) → W2. As coordinates on the space PBDO(N,2) = {α + βT + γT 2}
we take the entries αi, βi, γi of the coefficients α,β, γ, while as coordinates on W2

we will use the cross-ratios xi defined by (13). Note that the coordinates xi are
only defined on a dense subset of W2, so the projection (αi, βi, γi)↦ xi will also be
defined on an open dense subset.

Proposition 2.14. The projection PBDO(N,2)→W2 is given by

(15) xi =
αiγi−1

βi−1βi
.

Proof. By construction of the polygon (pi ∈ RP1) associated with a difference op-
erator α+βT +γT 2 (see the proof of Proposition 2.1), there exists a sequence V of
vectors Vi ∈ R2 such that Vi is the lift of pi, and Vi’s satisfy the difference equation

(16) αiVi + βiVi+1 + γiVi+2 = 0.

Then, since Vi’s are lifts of pi’s, we have

xi =
(pi−1 − pi)(pi+1 − pi+2)
(pi−1 − pi+1)(pi − pi+2)

= det(Vi−1, Vi)det(Vi+1, Vi+2)
det(Vi−1, Vi+1)det(Vi, Vi+2)

.

Expressing Vi+2 from (16), this can be rewritten as

xi =
det(Vi−1, Vi)det(Vi+1,−γ−1

i (αiVi + βiVi+1))
det(Vi−1, Vi+1)det(Vi,−γ−1

i (αiVi + βiVi+1))
= − αi det(Vi−1, Vi)

βi det(Vi−1, Vi+1)

= − αi det(Vi−1, Vi)
βi det(Vi−1,−γ−1

i−1(αi−1Vi−1 + βi−1Vi))
= αiγi−1

βi−1βi
,

q.e.d. �

Proposition 2.15. Assume that N > 2. Then, in cross-ratio coordinates xi, the
W2 structure is given by

(17) {xi, xi+1} = xixi+1(xi + xi+1 − 1), {xi, xi+2} = xixi+1xi+2.

Remark 2.16. Up to sign, bracket (17) coincides with the cubic Poisson structure
for the Volterra integrable system, see [? , Section 10.1]. Furthermore, rewritten
in terms of the variables si ∶= 4xi, our bracket coincides (up to a constant factor)
with the lattice Virasoro structure of [? ? ].
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Proof of Proposition 2.15. The proof is achieved by computing the Poisson brackets
of xi’s using their expressions (15) in terms of αi, βi, γi, along with formulas (14)
for pairwise Poisson brackets of αi, βi, γi. For example,

{lnxi, lnxi+1} = {lnαi + lnγi−1 − lnβi−1 − lnβi, lnαi+1 + lnγi − lnβi − lnβi+1}
= {lnαi, lnγi} − {lnαi, lnβi} + {lnγi−1, lnαi+1} − {lnγi−1, lnβi}
+{lnβi−1, lnβi} − {lnβi, lnαi+1} − {lnβi, lnγi} + {lnβi, lnβi+1}

= 1

2
− 1

2
+ 1

2
− 1

2
+ αiγi−1

βi−1βi
− 1

2
− 1

2
+ αi+1γi
βiβi+1

= xi + xi+1 − 1,

which implies the desired formula for {xi, xi+1}. �

3. A discretization of the geometric Drinfeld-Sokolov reduction

In [? ] the authors constructed what can be considered as a discretization of
a reduction of Drinfeld-Sokolov type in the G = SL(m) case. The main Poisson
bracket, known as the twisted Poisson bracket, was constructed by Semenov-Tian-
Shansky in [? ] using the Poisson-Lie group theory described in our previous
chapter. We refer the reader to the original paper for details of this construction,
while we will give its definition below. If RPm−1 = PSL(m)/H is the standard
homogeneous representation of the projective space, the authors of [? ] showed
that the twisted Poisson bracket, originally defined in SL(m)N can be reduced to
a quotient SL(m)N /HN , with HN acting on SL(m)N by (right) gauges. In this
section we will show that this reduction also goes through when G = GL(m), for a
properly chosen subgroup H.

3.1. Poisson reduction in the GL(m) case. Consider G = GL(m), g = gl(m),
and endow gN with the invariant inner product

gN × gN → R
(µ, η) ↦ ⟨µ, η⟩ = ∑Ni=1 Tr(µiηi).

Given F ∶ GN → R, we define the left and right gradients at A ∈ GN as
∇F(A),∇′F(A) ∈ gN , given by the left and right translation of the differential,
considered as an element of the cotangent, and identifying g∗ with g using the in-
variant inner product. (In the previous section’s language, they will play the role
of DQ and QD in (12).) That is

d

dε
∣
ε=0
F(eεξA) = ⟨∇F(A), ξ⟩; d

dε
∣
ε=0
F(Aeεξ) = ⟨∇′F(A), ξ⟩.

Let

r̂ =∑
i>j
Eij ⊗Eji +

1

2
∑
r

Err ⊗Err

be the standard r-matrix for G = GL(m). Notice that r̂ = r + 1
2
Id as defined in the

previous section.
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Given F ,H smooth scalar-valued functions on GN and A ∈ GN , the twisted
Poisson bracket is given by [? ]:

{F ,H}(A) ∶=
N

∑
s=1

r̂(∇sF ∧∇sH) +
N

∑
s=1

r̂(∇′
sF ∧∇′

sH)

−
N

∑
s=1

r̂ ((T ⊗ 1)(∇′
sF ⊗∇sH)) +

N

∑
s=1

r̂ ((T ⊗ 1)(∇′
sH⊗∇sF)) ,

(18)

where ξ ∧ η = 1
2
(ξ ⊗ η − η ⊗ ξ) and T is the cyclic shift on gN . Formula (18)

defines a Hamiltonian structure on GN , as shown by Semenov-Tian-Shansky in [?
]. Moreover, the right gauge action of GN on itself

(19) (g,A)↦ (T gAg−1)
is a Poisson map and its orbits coincide with the symplectic leaves [? ? ].

Let H ⊂ GL(m) be the subgroup defined by

H = {A ∈ G, Ae1 = e1}.

Theorem 3.1. The Poisson bracket (18) reduces to the quotient GN /HN , where
HN is acting on GN via the right gauge action. Note that GN /HN is a manifold
only at generic points. Here and in what follows by Poisson reduction to GN /HN

we mean reduction of an open dense subset of GN , so that the quotient is smooth.

Proof. The proof is very similar to that in [? ] where the same theorem was proved
for the case G = SL(m). Since the orbits of the action coincide with the symplectic
leaves, the bracket will reduce whenever (hN)0 is a Lie subalgebra of (gN)∗, where
h is the Lie algebra of H. Recall that the linear bracket in a dual algebra is defined
by the linearization at the identity e ∈ G of the twisted Poisson bracket. That is

[deφ, deϕ]∗ = de{φ,ϕ} ∈ g∗.
Since h is defined by matrices with zero first column, h0 is defined by matrices
whose only nonzero entries are in the first row. We will first look for functions φir
such that deφ

i
r generate (hN)0.

Indeed, let A ∈ GN be close enough to e ∈ GN so that A = (Ar) can be factored
as

Ar = (1 qTr
0 Im−1

)(1 0T

0 Θr
)(θr 0T

`r Im−1
)

which factors H to the left as defined by `r = 0 and θr = 1, for all r. We define
φir(A) = `ir, where i marks the ith entry of `r, and φr(A) = θr. Similarly to how it
was done in [? ], one can see that

deφ
i
r = E1,i+1, deφr = E1,1.

for any i = 1, . . . ,m − 1, and so they are generators for h0. Also doing similar
computations to those in [? ] we readily see that, for A ∈H

∇′
rφ
i(A) = (0 eTi

0 O
) , ∇rφi(A) = (0 eTi Θ−1

0 O
) ,

where we have used ∇rφi = Ar∇′
rφ
iA−1 with `r = 0 and θr = 1. Substituting the

values we found in (18), very clearly

{φi, φj}(A) = 0
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for any A ∈H since both gradients are strictly upper triangular. These calculations
are almost identical to those in [? ], so we will focus on φr, which does not appear
in [? ].

Standard calculations similar to those use to calculate ∇′
rφ
i above show that if

A ∈H then

∇′φr(A) = (1 0T

0 O
)

for any r. For example, we see that

(θr 0T

`r Im−1
)(1 εvr

0 Im−1
) = (1 q̂Tr

0 Θ̂r
)(θ̂r 0

ˆ̀
r Im−1

)

where q̂r = εθrvr, θ̂r = θr − q̂Tr ˆ̀
r, Θ̂r = Im−1 + ε`rvTr and ˆ̀

r = Θ̂−1
r `r. Differentiating

with respect to ε, one can readily see that

∇′φr(A) = ( ∗ ∗
−θr`r ∗) .

Also, the fact that

(θr 0T

`r Im−1
)( 1 0T

wr Im−1
) = ( θr 0T

`r +wr Im−1
)

and

(θr 0T

`r Im−1
)(1 0T

0 Γr
) = (1 0T

0 Γr
)( θr 0T

Γ−1
r `r Im−1

)

imply that the second block column of ∇′φr(A) vanishes at `r = 0, θr = 1, and we
get the form above.

Using again that ∇φr = Ar∇′φrA
−1, A ∈H, we also have

∇φr(A) = (1 −qTr
0 0

) .

Since all gradients are strictly upper triangular except for ∇φr(A) which has one
nonzero entry in the diagonal, substituting these values in (18), we get that when-
ever A ∈H,

{φ,φi}(A) = 0

for all i. This implies that, if we fix r, de{φ,φi}(h) = de{φi, φj}(h) = 0 and so
de{φ,φi}, de{φi, φj} ∈ h0, which concludes the proof of the theorem. �

3.2. Relationship between the reduced bracket and polygonal evolutions.
Assume {γn} is a non-degenerate twisted N -polygon in Rm and assume GL(m) acts
on Rm via the standard linear action.

Proposition 3.2. The moduli space of non-degenerate twisted polygons under the
linear action of GL(m) can be identified with an open and dense subset of the quo-

tient GLN(m)/HN , where HN acts on GL(m) via the right discrete gauge action
(19).

The proof of this theorem can be found in [? ] for the general case where
G is semisimple and H parabolic. The idea is that given B ∈ GL(m)N we can
extend it to a N -periodic bi-infinite sequence of elements in GL(m) and solve the
left discrete system T η = ηB by recursion, starting at some initial value η1. We
define the twisted polygon γ = ηe1, n = 1, . . . ,N , twisting it by the monodromy
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g = BN . . .B2B1 after a period has been completed. Given γ, we can define its
moving frame to be

ρ = (γ,T γ,T 2γ, . . . ,T m−1γ) ∈ GL(m).

Clearly η−1ρe1 = η−1γ = e1 and so η−1
s ρs ∈ H. Furthermore, if g = η−1ρ, then

A = g−1BT g, where T ρ = ρA and

(20) A =

⎛
⎜⎜⎜⎜⎜
⎝

0 0 . . . 0 a0

1 0 . . . 0 a1

0 1 . . . 0 a2

⋮ ⋮ ⋱ ⋱ ⋮
0 . . . 0 1 am−1

⎞
⎟⎟⎟⎟⎟
⎠

defined by the the invariants ai and the relation T mγ = am−1T m−1γ+⋅ ⋅ ⋅+a1T γ+a0γ.
We obtain the result when we take inverses to revert to right from left invariant
actions.

Corollary 3.3. The reduced bracket defined in the previous section induces a Pois-
son bracket in the space of difference invariants of twisted polygons in Rm.

Proposition 3.4. Let f, g ∶ U ⊂ GN /HN → R be two functions defined locally on
the moduli space, and let F,G ∶ GN → R be extensions of f and g, respectively,
invariant under the gauge action of HN on GN . Then, the reduced Poisson bracket
defined by (18) can be written as

(21) {f, g}(a) = ⟨∇F − T ∇′F,∇G⟩(A) − 1

2
⟨∇F − T ∇′F,∇G − T ∇′G⟩(A),

where the relation between a and A is given by (20).

Proof. First of all, notice that since F ((T h)Lh−1)) = F (L), we have that ⟨T (∇′F )−
∇F, ξ⟩ = 0 for any ξ ∈ hN . That is

(22) T ∇′F −∇F ∈ (h0)N ,

or, which is the same, ∇′
s+1F −∇sF is zero except for the first row, for every s.

Consider the gradation g = g+ ⊕ g0 ⊕ g−, where g− is defined by strictly lower
triangular matrices, g+ are strictly upper triangular, and g0 are diagonal. If ξ ∈ g,
we will split it according to this gradation as ξ = ξ+ + ξ0 + ξ−. In this notation, the
reduced bracket is given by (18) applied to two such extensions. Namely

{f, g}(a) = 1

2
[⟨(∇F )−, (∇G)+⟩ − ⟨(∇G)−, (∇F )+⟩]

+ 1

2
[⟨(∇′F )−, (∇′G)+⟩ − ⟨(∇′G)−, (∇′F )+⟩]

− ⟨T (∇′F )−, (∇G)+⟩ + ⟨T (∇′G)−, (∇F )+⟩

− 1

2

m

∑
k=1

∑
s

[((∇′
s+1F )k,k(∇sG)k,k) − ((∇′

s+1G)k,k(∇sF )k,k)] .
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From (22) we get that T (∇′F )− = (∇F )− and T (∇′F )k,k = (∇F )k,k for k = 2, . . . ,m.
Using this we get

{f, g}(a) = −1

2
[⟨(∇F )−, (∇G)+⟩ − ⟨(∇G)−, (∇F )+⟩]

+ 1

2
[⟨(∇′F )−, (∇′G)+⟩ − ⟨(∇′G)−, (∇′F )+⟩]

− 1

2
∑
s

[((∇′
s+1F )1,1(∇sG)1,1) − ((∇′

s+1G)1,1(∇sF )1,1)] .

We now use the fact that ⟨X,Y ⟩ = ⟨T X,T Y ⟩ to rewrite

⟨(∇′F )−, (∇′G)+⟩ = ⟨T (∇′F )−,T (∇′G)+⟩ = ⟨(∇F )−,T (∇′G)+⟩.

This gives

−1

2
[⟨(∇F )−, (∇G)+⟩ − ⟨(∇G)−, (∇F )+⟩]

+ 1

2
[⟨(∇′F )−, (∇′G)+⟩ − ⟨(∇′G)−, (∇′F )+⟩]

= −1

2
[⟨(∇F )−, (∇G)+ − T (∇′G)+⟩ − ⟨(∇G)−, (∇F )+ − T (∇′F )+⟩]

and from (22) we get that this first portion is equal to

−1

2
[⟨∇F,∇G − T ∇′G⟩ − ⟨∇G,∇F − T ∇′F ⟩]

+ 1

2
∑
s

[(∇sF )1,1(∇sG −∇′
s+1G)1,1 − (∇sG)1,1(∇sF −∇′

s+1F )1,1] .

Also, notice that since ⟨ , ⟩ is invariant under GN conjugation, we know that
⟨∇F,∇G⟩ = ⟨∇′F,∇′G⟩. Therefore

⟨∇F,∇G − T ∇′G⟩ = ⟨T ∇′F,T ∇′G⟩ − ⟨∇F,T ∇′G⟩ = ⟨T ∇′F −∇F,T ∇′G⟩
= ⟨T ∇′F −∇F,∇G⟩ +∑

s

(∇′
s+1F −∇sF )1,1(∇′

s+1G −∇sG)1,1.

Finally, the reduced bracket can be written as

{f, g}(a) = ⟨∇F − T ∇′F,∇G⟩

+ 1

2
∑
s

[(∇sF )1,1(∇sG −∇′
s+1G)1,1 − (∇sG)1,1(∇sF −∇′

s+1F )1,1]

− 1

2
∑
s

(∇′
s+1F −∇sF )1,1(∇′

s+1G −∇sG)1,1

− 1

2
∑
s

[(∇′
s+1F )1,1(∇sG)1,1 − (∇′

s+1G)1,1(∇sF )1,1]

= ⟨∇F − T ∇′F,∇G⟩ − 1

2
∑
s

(∇′
s+1F −∇sF )1,1(∇′

s+1G −∇sG)1,1,

as stated. �

Assume next that a twisted polygon γ satisfies an evolution of the form

γt =X
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which is invariant under the action of GL(m). This is equivalent to saying that

X =
m−1

∑
k=0

qkT kγ

with qk invariant N -vectors under the group action for all k = 0, . . . ,m−1. The next
theorem will show that any evolution on the moduli space which is Hamiltonian
with respect to the reduced bracket, with Hamiltonian function f , is induced by a
polygonal evolution associated to a vector field Xf which is algebraically dependent
of δf , and will describe this dependence explicitly.

Let γ be a non-degenerate twisted N -polygon in Rm and let ρ =
(γ,T γ, . . . ,T n+m−1γ) be its left moving frame. Assume

(23) γt =X
is a GL(m)-invariant evolution and let Q be the matrix defined by

(24) ρt = ρQ.
That is,

(T kγ)t = T kX = ρQek+1.

Theorem 3.5. Let f be an invariant function, that is a function of ar for any
r = 0, . . . ,m − 1; alternatively a function defined on an open and dense subset of
GLN(m)/HN . Assume F is an extension of f to GL(m)N , invariant under the
right gauge action of HN . Then, there exists an invariant vector field Xf such
that if γt =Xf , the evolution induced on GLN(m)/HN is the reduced Hamiltonian
evolution associated to f .

The vector field Xf = ρQfe1 is uniquely determined by the condition

(25) T Qf(a)e1 =
1

2
(∇F + T ∇′F )(A)e1.

where a and A are related as in (20).

Lemma 3.6. Let f be a function defined locally on the moduli space GN /HN and
let F be an extension as in (22). Then

∇′F = (−a
0δa0f −a0(δaf)T
∗ ∗ ) , ∇F = ( ∗ ∗

−(δaf)T −a0δa0f − a ⋅ δaf
)

where a = (a1, . . . , am−1)T .

Proof. Assume F is an extension of f to GN such that F (A−1) = F (T hA−1h−1}) =
F (A−1(a)), where

A−1(a) = (−a(a0)−1 Im−1

(a0)−1 0T
) .

(Notice that we need to invert A in order to consider right gauges.) If F (A−1) =
f(a0,a), then

F (A−1V ) = f(a0,a + vei)
whenever

V = Im − (a0)−1vEi+1,1, i = 1, . . . ,m − 1.

Differentiating in v we get that

δafv = −v(a0)−1Tr(∇′F (A−1)Ei+1,1)
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which implies that (∇′F (A−1))
1,i+1

= −a0δaif . Similarly,

F (A−1W ) = f(a0 exp(w))
where

W = diag(exp(−w),1,1, . . .1).
Differentiating we get

δa0fa
0w = −wTr(∇′F (A−1)E1,1))

and so (∇′F (A−1))
1,1

= −a0δa0f .

We finally use ∇F (A−1) = A−1∇′F (A−1)A to show that

eTm∇F (A−1)ei = (a0)−1eT1 ∇′F (A−1)ei+1,

for i = 1, . . . ,m − 1 and

eTm∇F (A−1)em = (a0)−1eT1 ∇′F (A−1)(
m−1

∑
i=0

aiei+1),

as shown in the statement of the lemma. �

Proof of Theorem 3.5. Recall that T ρ = ρA and ρt = ρQ. This implies that

(26) A−1At = T Q −A−1QA

The LHS of this equality is given by

(27) A−1At = A−1 ( 0T a0
t

0m−1 at
) = (0m−1 at − (a0)−1a0

ta
0T (a0)−1a0

t
) .

Using this expression and the lemma, we get that, if F and H are extension for f
and h

⟨T Q −A−1QA,∇H⟩ = −
N

∑
s=1

m−1

∑
i=0

(ais)tδaish

on the one hand, and on the other hand

⟨T Q −A−1QA,∇H⟩ = ⟨Q,T −1∇H −A∇HA−1)⟩ = ⟨Q,T −1∇H −∇′H⟩.

Assume Xf is the vector field inducing the f -Hamiltonian evolution on a and Qf

its associated sequence in GL(m). Then

⟨Qf ,T −1∇H −∇′H⟩ = {f, h}(a).
On the other hand, from (21) we have that

−⟨∇H − T ∇′H,∇F ⟩(A) + 1

2
⟨∇F − T ∇′F,∇H − T ∇′H⟩(A) = {f, h}(a)

for all h. From (22) we see that this relation holds true under the conditions

T Qe1 = ∇Fe1 −
1

2
(∇F − T ∇′F )e1 =

1

2
(∇F + T ∇′F )e1

as stated in the theorem. �

Lemma 3.7. Assume γt = Xf induces an f -Hamiltonian evolution on the invari-
ants ar. That is, assume Qf , defined as in (24) satisfies (25). Then

(Qf)1,r = (∇′F )1,r = T −1(∇F )1,r, r = 2, . . . ,m, (Qf)1,1 =
1

2
(T −1∇F +∇′F )

1,1
.
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Proof. The value of (Qf)1,1 follows directly from (25), while the value for (Qf)1,r

follows directly from (25) and (22). �

4. Connection between both Poisson brackets

We know return to the definitions and results of Section 2, and in particular
the definition of the group of N -periodic pseudo-difference operators IΨDO(N)
as in (7), its algebra ΨDO(N) and its Poisson structure (12). As we showed in
Section 2, the space of N -periodic difference operators is a Poisson submanifold
of ΨDO(N), assuming the latter is endowed with Poisson structure (12). We will
denote that space of difference operators as DO(N). Using the inner product in
ΨDO(N) one can represent the variational derivative of a function F ∶ IDO(N)→ R
as an element of ΨDO(N) in standard fashion. Our next step is to connect them
to the context in the previous section. To do this we will consider the subspace
IDO(N,m) of invertible difference operators of degree m.

Let F ∶ IDO(N,m)→ R and let f ∶ PSL(m)N /HN → R be defined as

F(D) = F (
m

∑
r=0

arT r) = f(ar)

where ar are the invariants determined by the local section in PSL(m)N /HN and
defined by (20). From the definition of variational derivative, we can see that

δDF (D) =
m

∑
r=0

T −rδarf(a)

where δarf is the standard variational vector derivative of f in the ar direction.
We will next slightly restate the definition of (12) with this notation. If ()+, ()− ∶

ΨDO(N)→ ΨDO(N) are defined as

(
m

∑
r=−∞

brT r)
+
=
m

∑
r=1

brT r and (
m

∑
r=−∞

brT r)
−
=

−1

∑
r=−∞

brT r,

we define the standard scalar r-matrix in ΨDO(N) as

r(D) = 1

2
(D+ −D−).

Given this standard r-matrix, we can define a Poisson bracket on the space
C∞(IDO(N),R). If F ,G ∈ C∞(IDO(N),R) we define

(28) {F ,G}1(D) = ⟨r(DδDF),DδDG⟩ − ⟨r(δDFD), δDGD⟩,

where δDF and δDG are evaluated at D. This is the bracket defined in section 2,
slightly modified in the notation.

Proposition 4.1. The bracket (28) can be reduced to the quotient by left action.
This quotient can be identified with a section described by the submanifold bms = −1
for all n = 1, . . . ,N .

Proof. This is an immediate consequence of the fact that (28) is invariant under
left scalar multiplication, as explained in Proposition 2.7. �
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Proposition 4.2. Let F ∶ IDO(N,m) → R be a smooth function, invariant under
left scalar multiplication. In particular, if F(∑mr=0 b

rT r) = f(br) as above, then
f(br) = f(br/α) for any N -periodic bi-infinite sequence α, αs ≠ 0 for all s. Then

δbmf ∣bm=−1 =
m−1

∑
r=0

brδbrf ∣bm=−1.

Proof. Assume f is as in the statement of the proposition, so that

f(b0, b1, . . . , bm−1, bm) = f(−b0/bm,−b1/bm, . . . ,−bm−1/bm,−1).
Differentiating we get the result of the proposition. �

We will call RDO(N,m) the space of difference operators of the form

(29) D =
m−1

∑
r=0

arT r − T m.

An immediate corollary is that the reduction of (28) to RDO(N,m) is given by the
formula (28) with

(30) δDF =
m

∑
r=0

T −rδarf =
m−1

∑
r=0

(T −mar + T −r)δarf.

Let D = ∑m−1
r=0 arT r − T m be the operator associated to twisted projective poly-

gons, such that D(γ) = 0 for any polygon γ with invariants {ar}. Define the
bi-infinite sequence

d = det(γ,T γ, . . . ,T m−1γ).
We say γ is non-degenerate whenever ds ≠ 0 for any s. Under this identification, we
can locally view RDO(N,m) as a section of the moduli space of polygons, under
the centro-affine action of GL(m).

We now assume that γn evolves as

γt = Y
as described in the previous section. We want to answer the same question as we
did before for the moduli space Poisson bracket: can we identify Y so that the
evolution induced on ar is Hamiltonian with respect to (12), with Hamiltonian
function F? We will denote such a field by Y f .

Proposition 4.3. If γ is a solution of γt = Y f , with

(31) Y f = r(δDFD)(γ)
then the invariants ar satisfy the (12)-Hamiltonian evolution for F . The vector
fields Y f are unique up to the addition of gγ, with g ∈ GL(m),

Proof. The proof is straightforward. Using (12) we know that the F-Hamiltonian
evolution in RDO(N,m) is given by

Dt = r(δDFD)D −Dr(δDFD).
We also know that D(γ) = 0, which means

Dt(γ) +D(γt) = 0.

From here

Dt(γ) = (r(δDFD)D −Dr(δDFD))(γ) = −Dr(δDFD)(γ)
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and so

Dr(δDFD)(γ) = −D(γt).

Putting both together we get that γt = r(δDFD)(γ), up to an element in the kernel
of D, as stated in the proposition. �

Comment 4.4. Notice that the vector field gγn, g ≠ e, does not represent an
invariant evolution. Indeed, if γ is a solution of

γt = gγ

then ĝγ will not be a solution unless g commutes with ĝ, for all ĝ ∈ GL(m). There-
fore, only adding γ will preserve Y f ’s invariant property.

On the other hand, if γt = γ, then Q as in (24) equals the identity, and from
(27), the evolution induced on the invariants is zero.

To finish this section we will show that Xf , as defined in the previous sections,
is equal to Y f , for any f .

Theorem 4.5. If Xf is defined as in (25) and Y f is defined as in (31), then,

Xf = Y f .

Proof. From (31) and (24) we know that Y f = r(δDFD)(γ) and Xf = ρQfe1. We
also know that {γs, γs+1, . . . , γs+m−1} are linearly independent for any s. There-
fore, to prove the theorem we will write Y fs as a combination of the basis
{γs, γs+1, . . . , γs+m−1} and we will show that the coefficient of γs+` in r(δDsFDs)(γ)
is equal to eT`+1Q

f
s e1. That will conclude the proof.

First we rewrite the operators as

δDFD =
m−1

∑
r=0

(T −r + T −mar)δarf (
m−1

∑
k=0

akT k − T m)

=
m−1

∑
r=0

m−1

∑
k=0

T −marakδarfT k −
m−1

∑
r=0

T −marδarfT m +
m−1

∑
r=0

r

∑
k=0

T −rakδarfT k

+
m−1

∑
r=0

m−1

∑
k=r+1

T −rakδarfT k −
m−1

∑
r=0

T −rδarfT m.

Therefore

(32)

2r(δDFD) = −
m−1

∑
r=0

m−1

∑
k=0

T −marakδarfT k −
m−1

∑
r=1

r−1

∑
k=0

T −rakδarfT k

+
m−1

∑
r=0

m−1

∑
k=r+1

T −rakδarfT k −
m−1

∑
r=0

T −rδarfT m.



WHAT IS A LATTICE W-ALGEBRA? 25

Using D(γ) = 0, we can rewrite

−
m−1

∑
r=0

T −rδarsf(γs+m)

= −
m−1

∑
r=1

δars−rfγs+m−r − δa0sf
m−1

∑
r=0

arsγs+r −
m−1

∑
r=0

m−1

∑
k=0

T −marsaksδarsf(γs+k)

= −
m−1

∑
r=0

ars−mδars−mfγs −
m−1

∑
r=1

r−1

∑
k=0

T −raksδarsf(γs+k)

= −
m−1

∑
r=1

δars−rf (γs+m−r −
m−1

∑
k=r

ass−rγs+k−r) .

The expression for 2r(δDFD)(γ) is now rewritten in terms of our basis.
We now proceed to compare these to the entries of Qfs e1 by matching the coef-

ficient of γs+` to the ` + 1 entry of Qfs e1.

Case ` =m − 1:
One can directly check in the formulas above that the coefficient of γm−1 in

2r(δDsFDs)(γs) is

−δa1s−1f − a
m−1
s δ0

asf − δa1s−1f + a
m−1
s δ0

asf = −2δa1s−1f.

On the other hand, from Lemma 3.6 and 3.7, we have

eTmQ
f
s e1 = (∇s−1F)m,1 = −δa1s−1f

same as that of r(δDsFDs)(γs).
Case ` = 1, . . . ,m − 2:
Once again we will look at the formula for 2r(δDsFDs)(γs) above. We first

notice that in order for the two sums in the middle of formula (32) to involve γs+`,
we need m − r − 1 > ` since m − r − 1 is the highest order involved. Straightforward
inspection term by term gives us the following coefficients for γs+`

−δam−`
s−m+`

f +
m−`−1

∑
r=1

ar+`s−rδars−rf +
m−`−1

∑
r=0

ar+`s−rδars−rf − δam−`s−m+`
f − a`sδa0sf

= −2δam−`
s−m+`

f + 2
m−`−1

∑
r=1

ar+`s−rδars−rf.

If we compute eTr Q
f
s e1 for r = 2, . . . ,m− 1 using Lemma 3.7, and using that ∇sF =

A−1
s ∇′

sFAs, we have

(33)
eTr Q

f
s e1 = eTr

1

2
(∇s−1F +∇′

sF)e1 = eTr ∇s−1Fe1 = eTr A−1
s−1∇′

s−1FAs−1e1

= (−ars−1(a0
s−1)−1eT1 + eTr+1)∇′

s−1Fe2 = eTr+1∇s−2Fe2 + ars−1δa1s−1f.

Repeating this process several times we will gradually shift eTr ∇s−1Fe1 down to
eTm∇s−m+r−1Fem−r+1 = −δam−r+1s−m+r−1

f (from Lemma 3.6), obtaining

(34) eTr Q
f
s e1 =

m−r
∑
k=1

ar+k−1
s−k δak

s−k
f − δam−r+1s−m+r−1

f.
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We can see that the coefficient of γn+`−1 is given by choosing r = `. That is,

m−`
∑
k=1

a`+k−1
s−k δak

s−k
f − δam−`+1

s−m+`−1
f

same as that of r(δDsFDs)(γs).
Case ` = 1:
We finally need to calculate the coefficient of γs in 2r(δDsFDs)(γs), and the

first entry of Qfs e1. Direct inspection as before tells us that the coefficient of γs in
(32) is

m−1

∑
r=1

ars−rδars−rf −
m−1

∑
r=0

ars−mδars−mf − a
0
sδa0sf.

This time, according to Lemma 3.6 and 3.7

eT1 Q
f
s e1 =

1

2
eT1 ∇s−1Fe1 −

1

2
a0
sδa0sf.

Using the same reasoning as in (33), we obtain that eT1 ∇s−1Fe1 is given by a formula
similar to (34) but with r = 1. That is

eT1 ∇s−1Fe1 =
m−1

∑
k=1

aks−kδak
s−k
f + eTm∇s−mFem =

m−1

∑
k=1

aks−kδak
s−k
f −

m−1

∑
k=0

aks−mδaks−mf.

Therefore

eT1 Q
f
s e1 =

1

2
(
m−1

∑
k=1

aks−kδak
s−k
f −

m−1

∑
k=0

aks−mδaks−mf − a
0
sδa0sf)

which is the same as that of r(δDsFDs)(γs). This concludes the proof of the
theorem. �

Corollary 4.6. The reduced bracket obtained in Proposition 4.1 is Poisson equiva-
lent to the bracket defined by (21). Furthermore, the bracket found in [? ] is Poisson
equivalent to the lattice Wm-algebra’s Poisson bracket, as defined in Proposition 2.7.

Proof. The first statement is a straightforward consequence of the previous theorem
since Xf induces one of the Poisson brackets on the invariants ai and Y f does the
some on D as in (29).

To show the second part we remark that the bracket in [? ] corresponds to the
reduction of (21) to the submanifold a0

n = (−1)m−1, while the lattice Wm-algebra
bracket is the reduction of the bracket defined in Proposition 4.1 on D’s that have
the same value for the scalar term. The result follows. �
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