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1. Introduction

In this paper we are concerned with preserving the long time behavior of numerical solutions of the Kolmogorov Equation

$$\partial_t f - \partial_x^2 f - v \partial_x f = 0.$$  

(1)

The hypoellipticity and the asymptotic behavior of this operator are well known, see for instance the original work of L. Hörmander [17] and the work of C. Villani [25] and F. Rossi [23]. The solution of eq. (1) over all of \( \mathbb{R}^2 \) is known to decay polynomially in time, while the solution on a truncated domain, \( \Omega \subset \mathbb{R}^2 \), is known to decay exponentially in time in \( L^2 \) norm, with periodic boundary condition.

Attempting to simulate over all of \( \mathbb{R}^2 \) can be quite expensive and complicated, thus simulating over a truncated domain is quite attractive in this sense. However, as stated, the asymptotic behavior on a truncated domain is quite different from the asymptotic behavior on all \( \mathbb{R}^2 \). When simulating over a truncated domain, a set of artificial boundary conditions must be chosen. These boundary conditions then interact with the solution, such that the asymptotic behavior is changed. In this paper we present a scheme for solving the Kolmogorov Equation, eq. (1), on a truncated domain, \( \Omega \subset \mathbb{R}^2 \), which preserves the long time behavior of the solution to the Kolmogorov Equation over the whole space, \( \mathbb{R}^2 \).

To our knowledge, only a few papers investigate the long time asymptotics for numerical solutions of Fokker–Planck type equations. One of most popular schemes for Fokker–Planck equations of type...
\[ \partial_t u(x) = \frac{1}{M(x)} \text{div}(N(x) \nabla u(x) + P(x) u(x)) \]

is the Chang–Cooper method \[9\], which is a finite difference scheme in both space and time. The Chang–Cooper method was developed in \[6\] and \[21\]. In \[3\], \[4\] and \[8\], the authors studied nonlinear Fokker–Planck equations, where the nonlinearity is on the diffusion term. Systems of Fokker–Planck type equations have also been studied in \[12\] and \[16\] by a Voronoi finite volume discretization.

However, most of the equations studied before possess full parabolic structures, and thus the existing approaches aren’t appropriate for the Kolmogorov equation, which has a different structure: there is an advection term but no diffusion term in the \(x\)-variable. As can be seen from its form, the solution of the equation not only diffuses in the direction of \(v\), by the effect of the diffusion operator \(\partial_x^2\), but also in the direction of \(x\), due to the transport equation \(\partial_t f - v \partial_x f\). This diffusion process causes the support of the solution to grow over time and therefore the artificial boundary conditions become quite important over time.

For the Kolmogorov Equation, one may choose one of two natural approaches to solving the Kolmogorov equation numerically; either by an operator splitting method or by a change of variables. The most natural operator splitting technique to use is one by which the Kolmogorov Equation is split into two equations: a transport and a heat equation. In order to solve the heat equation by some discretization method, one needs to restrict the domain \(\mathbb{R}^2\) to a truncated domain and impose boundary conditions. However, it is known that the support of the solution to the heat equation spreads to the whole space as time evolves, therefore restricting the computational domain to a truncated domain is not an ideal strategy to observe the long time behavior of the solution of eq. (1).

On the other hand the change of variables

\[ f(t, v, x) = g(t, v, x + tv) = g(t, v, z) \]

transforms the Kolmogorov Equation, eq. (1), into

\[ \partial_t g = \partial_x^2 g + 2t \partial_{xz} g + t^2 \partial_x^2 g. \]

(3)

With this change of variables the frame of reference follows the transport and this allows one to apply classical techniques such as the finite element method (FEM). However, the support of the solution spreads to the whole space as time evolves. In Section 4, we prove that for a truncated domain, the solutions of eq. (1) and eq. (3) set in a bounded domain with homogeneous Dirichlet boundary conditions converge exponentially to zero, while the solution to the original problem converges to zero in polynomial order.

Inspired by the self-similarity technique in control theory (see for instance \[10,11\]), we propose, in Section 3, a new strategy to design structure preserving schemes for the Kolmogorov Equation by using the technique of self-similarity change of variables. This scheme has the benefit of preserving the polynomial decay expected from a solution obtained over the whole space \(\mathbb{R}^2\), but allowing us to solve eq. (1) on a truncated domain. Thus, simulations are more computationally efficient and less reliant on artificial boundary conditions.

We would also like to mention a similar technique: in \[14,13\], F. Filbet et al. introduce a new technique based on the idea of rescaling the kinetic equation according to hydrodynamic quantities. The rescaling in velocity, is as follows

\[ f(t, x, v) = \frac{1}{\omega(t, x)^{d_x}} g \left( t, x, \frac{v}{\omega(t, x)} \right), \]

where the function \(\omega\) is an accurate measure of the support of the function \(f\) and \(d_x\) is the dimension of the velocity variable \(v\). The rescaling can be defined based on the information provided by the hydrodynamic fields, computed from a macroscopic model corresponding to the original kinetic equation. However, the collisional kinetic equations considered by F. Filbet et al. are much more sophisticated than the Kolmogorov Equation, since they are nonlinear. Therefore, the scaling in space \(\omega(t, x)\) has to be computed through hydrodynamic quantities, while in our case, the space scale is quite simple to compute.

Our idea is quite similar to theirs, but goes further: we not only rescale the velocity variable, but also the time variable. Indeed, we rescale the time and space so that the solution of the rescaled equation converges to a non-zero steady state solution. This has the benefit of maintaining compact support, rather than an expansion of the solution to the whole space. Numerically, one can see with the time rescaling, as time evolves, the support of the self-similarity solution is trapped in a truncated domain if the initial condition is compactly supported.

Rescaling/self-similar algorithms are a well-known strategy in constructing numerical schemes, which can capture the profile of blow up solutions. Such algorithms were first introduced in \[2\] and have continued to be developed in \[5,20,18,24\]. We refer to \[22\] for a different attempt in this direction, using a finite-difference centered approximation.

The structure of the paper is as follows: in Section 2, we recall some classical results on the kernel and asymptotic behavior of the solution of the Kolmogorov Equation. In Section 3, we introduce the self-similar formulation of the Kolmogorov Equation. We also provide a theoretical study on the solution of the self-similar equation: in Proposition 3.1, the solution is proven to converge to a steady state in Theorem 3.1. In Section 4, we discuss truncating the domain for the Kolmogorov Equation in three forms: the original form eq. (1), the Lagrangian form eq. (3) and the self-similar form eq. (5). We prove
that once the domain is truncated the solution to the original form eq. (1) and the Lagrangian form eq. (3) converge exponentially to zero, which does not correspond to the polynomial convergence predicted for the original Cauchy problem. For the self-similar case eq. (5), we will see numerically in Section 5 that the solution converges to a steady state. This coincides with the property of the original Cauchy problem. As a consequence, we choose to truncate and discretize the self-similar equation (5). The convergence of the truncated method is given in Proposition 4.2. We also give a necessary condition, eq. (12), which should be satisfied for the truncated domain in order to obtain a time asymptotic convergence to a steady state. In Section 5 we introduce our method for simulating the Kolmogorov Equation in a truncated domain for both the original form of the Kolmogorov Equation and the Self-Similar form of the Kolmogorov Equation. We use an operator splitting technique combined with a finite element method. The analysis of the operator splitting technique is given in Proposition 5.1. Furthermore, numerical results verifying the theory are presented in Section 6.

2. Kernel and long time behavior

In this section we recall the kernel for the Kolmogorov equation, on the whole space \( \mathbb{R}^2 \), and describe the long time behavior. This will be useful in determining the correctness of the methods developed in later sections and for developing the self-similarity change of variables.

The kernel is obtained by a standard method using the Fourier transform, and was originally obtained by A. Kolmogorov [19] in the ’60s. Later a more general statement was developed by O. Calin, D.-C. Chang and H. Haitao [7], and in K. Beauchard and E. Zuazua [1].

**Proposition 2.1.** The kernel of (3) is

\[
G_t(v, z) = \frac{\sqrt{3}}{2\pi t^2} e^{-\frac{1}{4t^2}(3v^2 + (2v z - 3z^2))} \quad (t > 0, v \in \mathbb{R}, z \in \mathbb{R}).
\]  

(4)

Given the initial data, \( f_0 \in C^\infty(\mathbb{R}^2) \), the solution \( f(t, v, x) \) to (1) is given by the convolution

\[
f(t, v, x) = (f_0 * G_t)(v, x + v t) \quad (t > 0, v \in \mathbb{R}, x \in \mathbb{R}).
\]

In what follows, we will give precise decay rates, using the explicit form to the solution of (1) given in Proposition 2.1. Substituting \( z = x + v t \) into (4) we see the kernel in \( (v, x) \) variables is

\[
G_t(v, x + v t) = \frac{\sqrt{3}}{2\pi t^2} e^{-\frac{1}{4t^2}(3(x + v t)^2 + (3x + 3t v)^2)}.
\]

Thus, the kernel represents a series of ellipses given by the Gaussian

\[
e^{-\frac{1}{4t^2}(3(x + v t)^2 + (3x + 3t v)^2)},
\]

where the spread of the ellipse in the direction \( x + v t \) is described by the standard deviation \( \frac{\sqrt{2}}{\sqrt{3}} \). on the other hand the spread in the direction \( 3x + 3t v \) is described by the standard deviation \( 2\sqrt{t} \). Thus, we see not only that the shape changes over time, but the width of the solution changes over time, and it changes to a varying degree in different directions.

Now we want to know what the behavior of the solution of (1) is as \( t \to \infty \). To this end, we compute the asymptotic behavior of the kernel \( G \).

**Lemma 2.1.** For every \( q \in [1, \infty) \) and every \( t > 0 \), we have \( G_t \in L^q(\mathbb{R}^2) \) and

\[
\| G_t \|_{L^q(\mathbb{R}^2)} = \begin{cases} 
\frac{1}{t^{\frac{q}{4}}} \left( \frac{\sqrt{3}}{2\pi t^2} \right)^{\frac{q-1}{4}} & \text{if } q \in [1, \infty), \\
\frac{\sqrt{3}}{2\pi t^2} & \text{if } q = \infty.
\end{cases}
\]

Combining the above estimates with Young’s inequality, we obtain

**Corollary 2.1.** Let \( p, q, r \in [1, \infty] \) such that \( \frac{1}{p} + \frac{1}{q} = 1 + \frac{1}{r} \).

If \( f_0 \in L^p(\mathbb{R}^2) \), then the solution \( f \) of (1) satisfies for every \( t > 0 \), \( f(t) \in L^r(\mathbb{R}^2) \) and

\[
\| f(t) \|_{L^r(\mathbb{R}^2)} \leq \begin{cases}
\frac{C(q)}{t^{\frac{q}{2}} \| f_0 \|_{L^p(\mathbb{R}^2)}} & \text{if } q \in [1, \infty), \\
\frac{C(q)}{t^{\frac{q}{2}} \| f_0 \|_{L^p(\mathbb{R}^2)}} & \text{if } q = \infty,
\end{cases}
\]
with \( C(q) = q^{-1} \left( \frac{\sqrt{3}}{2\pi} \right)^\frac{q-1}{q} \) if \( q \in [1, \infty) \) and \( C(q) = \frac{\sqrt{3}}{2\pi} \) if \( q = \infty \).

**Remark 2.1.** Since \( g(t, \cdot, \cdot) \) is obtained by the change of variable (2), we have \( \|g(t)\|_{L^q(\mathbb{R}^2)} = \|f(t)\|_{L^q(\mathbb{R}^2)} \) and consequently, it is expected that the decay rate in time of \( g \) is also polynomial.

### 3. Self-similar formulation of the Kolmogorov operator

In this section we derive the self-similar form eq. (5) for the Kolmogorov Equation (1). In addition, we prove the convergence of \( \tilde{f} \), the solution to eq. (5), to a steady state as time tends to infinity. Moreover, we give a remark establishing that the behavior of the norm of \( \tilde{f} \) is not monotonic.

Let us introduce the function \( g \) from eq. (2) to obtain eq. (3). Now define the change of variables

\[
\begin{align*}
t &= e^s - 1, \\
v &= e^{s/2} \hat{v}, \\
z &= e^{3s/2} \hat{x}
\end{align*}
\]

and define:

\[
\tilde{f}(s, \hat{v}, \hat{x}) = e^{2s} g(t, v, z).
\]

Then, \( \tilde{f} \) is the solution to the initial value problem

\[
\partial_s \tilde{f} = \partial^2 \tilde{f} + 2(1 - e^{-s}) \partial_{\hat{v}} \tilde{f} + (1 - e^{-s})^2 \partial_{\hat{x}} \tilde{f} + \frac{1}{2} \partial_{\hat{v}} \tilde{f} + \frac{3}{2} \partial_{\hat{x}} \tilde{f} + 2 \tilde{f},
\]

\[\tilde{f}(0, \cdot, \cdot) = f_0.\]  

(5)

Since eq. (5) is obtained from eq. (1) by a change of variables, it is straightforward to show that this equation admits a unique solution.

Let us now give some qualitative behavior of \( \tilde{f} \). More precisely, we discuss the behavior of the norm of \( \tilde{f} \). It is easy to see that

\[
\frac{1}{2} \frac{d}{ds} \|\tilde{f}(s)\|_{L^2(\mathbb{R}^2)}^2 = - \| (1 - e^{-s}) \partial_{\hat{v}} \tilde{f}(s) + \partial_{\hat{x}} \tilde{f}(s) \|_{L^2(\mathbb{R}^2)}^2 + \| \tilde{f}(s) \|_{L^2(\mathbb{R}^2)}^2 (s > 0).
\]

So we see the evolution of the norm of \( \tilde{f} \) is the result of competition between the norm of \( \tilde{f} \) and the norm of the “divergence” of \( \tilde{f} \). But since we are working on an unbounded domain, we cannot use a Poincaré inequality to give a precise result on the behavior of the norm of \( \tilde{f} \).

However, using the integral representation of \( g \), we can give a more precise statement for the behavior of the \( L^\infty \) norm of \( g \).

**Proposition 3.1.** Let us assume that \( f_0 \in L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \), then the solution \( \tilde{f} \) of eq. (5) satisfies

\[
\| \tilde{f}(s, \cdot, \cdot) \|_{L^\infty(\mathbb{R}^2)} \leq \min \left\{ \frac{\sqrt{3}}{2\pi} \frac{1}{(1 - e^{-s})^2} \| f_0 \|_{L^1(\mathbb{R}^2)}, e^{2s} \| f_0 \|_{L^\infty(\mathbb{R}^2)} \right\} (s > 0).
\]

**Remark 3.1.** It is easy to see that we also have

\[
\| \tilde{f}(s, \cdot, \cdot) \|_{L^\infty(\mathbb{R}^2)} \leq C(s) \max \left\{ \| f_0 \|_{L^1(\mathbb{R}^2)}, \| f_0 \|_{L^\infty(\mathbb{R}^2)} \right\} (s > 0),
\]

with \( C(s) = \min \left\{ \frac{\sqrt{3}}{2\pi} \frac{1}{(1 - e^{-s})^2}, e^{2s} \right\} \). The behavior of \( C \) is plotted on Fig. 1.

**Proof.** Recall:

\[
\tilde{f}(s, \hat{v}, \hat{x}) = e^{2s} g(e^s - 1, e^{s/2} \hat{v}, e^{3s/2} \hat{x}) ((s, \hat{v}, \hat{x}) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R})
\]

and hence, for \( (s, \hat{v}, \hat{x}) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R} \),

\[
\tilde{f}(s, \hat{v}, \hat{x}) = e^{4s} \int_{\mathbb{R}^2} G_{e^{s}-1}(v, \zeta) f_0(e^{s/2} \hat{v} - v, e^{3s/2} \hat{x} - \zeta) dv d\zeta
\]

\[= e^{4s} \int_{\mathbb{R}^2} G_{e^{s}-1}(e^{s/2} \hat{v}, e^{3s/2} \hat{x}) f_0(e^{s/2} (\hat{v} - \hat{v}), e^{3s/2} (\hat{x} - \zeta)) d\hat{v} d\hat{\zeta}.\]
Theorem 3.1 (Long time behavior of \( \tilde{f} \)). Let \( p \in [1, \infty] \) and \( f_0 \in L^1(\mathbb{R}^2) \cap L^p(\mathbb{R}^2) \). If \( p = \infty \), we assume in addition, \( f_0 \in C^0(\mathbb{R}^2) \).

Set \( M_0 = \int_{\mathbb{R}^2} f_0(v, x) \, dv \, dx \) and assume \( M_0 \neq 0 \).

Then the solution \( \tilde{f} \) of eq. (5) with initial Cauchy data \( f_0 \) satisfies:

\[
\lim_{s \to \infty} \| \tilde{f}(s, \cdot, \cdot) - M_0 G_1 \|_{L^p(\mathbb{R}^2)} = 0 .
\]

Proof. Let us first assume that \( f_0 \in C_c^\infty(\mathbb{R}^2) \). The solution of eq. (3) with initial Cauchy data \( f_0 \) is given by:

\[
g(t, v, z) = (G_t * f_0)(v, z) = \int_{\mathbb{R}^2} G_t(v, \zeta) f_0(v - \nu, z - \xi) \, dv \, d\zeta \quad ((t, v, z) \in \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R}) ,
\]

with \( G \) given by eq. (4). Hence, in terms of self-similar variables, we have, as in the proof of Proposition 3.1,

\[
\tilde{f}(s, \tilde{\nu}, \tilde{x}) = e^{4s} \int_{\mathbb{R}^2} G_{e^{-s}}(e^{s/2} \tilde{\nu}, e^{3s/2} \tilde{\zeta}) f_0(e^{s/2} \tilde{\nu} - \tilde{\nu}), e^{3s/2} (\tilde{x} - \tilde{\zeta}) \, d\tilde{\nu} \, d\tilde{\zeta} \quad ((s, \tilde{\nu}, \tilde{x}) \in \mathbb{R}^+ \times \mathbb{R} \times \mathbb{R}) .
\]

But, we have from eq. (4),

\[
e^{2s} G_{e^{-s}}(e^{s/2} \tilde{\nu}, e^{3s/2} \tilde{\zeta})
= \frac{e^{2s} \sqrt{3}}{2\pi (e^s - 1)^2} \exp \left( - \frac{(3e^{2s} \zeta^2 + (2e^{s} - 1)e^{s/2} \zeta - 3e^{3s/2} \zeta^2)}{4 (e^s - 1)^3} \right)
= \frac{\sqrt{3}}{2\pi (1 - e^{-s})^2} \exp \left( - \frac{(3\zeta^2 + (2 - 1 - e^{-s}) \zeta - 3\zeta^2)}{4 (1 - e^{-s})^3} \right)
= G_{1 - e^{-s}}(\tilde{\nu}, \tilde{\zeta}) .
\]
Thus,
\[ \tilde{f}(\bar{s}, \bar{x}, \bar{\gamma}) = (G_{1-e^{-s}} * \gamma_s)(\bar{\gamma}, \bar{x}) = (G_1 * \gamma_s)(\bar{\gamma}, \bar{x}) + (G_{1-e^{-s}} - G_1) * \gamma_s)(\bar{\gamma}, \bar{x}), \]
where we have set, \( \gamma_s(\bar{\gamma}, \bar{x}) = e^{s} f_0(\bar{\gamma}, \bar{x}) \).
Let us notice that,
\[ \int_{\mathbb{R}^2} M_0^{-1} \gamma_s(\bar{\gamma}, \bar{x}) \, d\bar{\gamma} \, d\bar{x} = M_0^{-1} \int_{\mathbb{R}^2} f_0(\bar{v}, \bar{x}) \, d\bar{v} \, d\bar{x} = 1 \quad \text{and} \quad \|M_0^{-1} \gamma_s\|_{L^1(\mathbb{R}^2)} = \left\| M_0^{-1} \right\|_{L^1(\mathbb{R}^2)} < \infty \quad (s \geq 0) \]
and, since \( f_0 \) has a compact support, for every \( \varepsilon > 0 \), there exists \( s_0 \geq 0 \) large enough such that for every \( s \geq s_0 \), we have \( \text{supp} \gamma_s \subset B(\varepsilon) \) (with \( B(\varepsilon) \) the ball of \( \mathbb{R}^2 \) of radius \( \varepsilon \) centered at 0).
Consequently, \( (M_0^{-1} \gamma_s)_{s \geq 0} \) is an approximate identity sequence, and hence, for every \( p \in [1, \infty] \), we have,
\[ \lim_{s \to \infty} \| G_1 \ast \gamma_s - M_0 G_1 \|_{L^p(\mathbb{R}^2)} = 0. \]
In order to finish the proof, it remains to prove that
\[ \lim_{s \to \infty} \| (G_{1-e^{-s}} - G_1) \ast \gamma_s \|_{L^p(\mathbb{R}^2)} = 0. \]
But Young's inequality ensures that
\[ \| (G_{1-e^{-s}} - G_1) \ast \gamma_s \|_{L^p(\mathbb{R}^2)} \leq \| \gamma_s \|_{L^1(\mathbb{R}^2)} \| G_{1-e^{-s}} - G_1 \|_{L^p(\mathbb{R}^2)} \quad (s \geq 0), \]
that is to say, for every \( s \geq 0 \),
\[ \| (G_{1-e^{-s}} - G_1) \ast \gamma_s \|_{L^p(\mathbb{R}^2)} \leq M_0^{-1} \| f_0 \|_{L^1(\mathbb{R}^2)} \| G_{1-e^{-s}} - G_1 \|_{L^p(\mathbb{R}^2)}. \]
Consequently, in the rest of this proof we will prove that
\[ \lim_{\sigma \to 0} \| G_{1-\sigma} - G_1 \|_{L^p(\mathbb{R}^2)} = 0. \]
For every \( (\sigma, \nu, \zeta) \in [0, 1) \times \mathbb{R} \times \mathbb{R} \), we have
\[
G_{1-\sigma}(\nu, \zeta) = \frac{\sqrt{3}}{2\pi (1-\sigma)^2} \exp\left( \frac{1}{(1-\sigma)^2} \left( \frac{3}{1-\sigma} (3-\nu^2 + (1-\sigma)^2 \nu^2) \right) \right)
\]
\[ = \frac{\sqrt{3}}{2\pi} \left( \frac{1}{(1-\sigma)^2} - 1 \right) \exp\left( \frac{1}{(1-\sigma)^2} \left( \frac{3}{1-\sigma} (3-\nu^2 + (1-\sigma)^2 \nu^2) \right) \right)
\]
\[ + \frac{\sqrt{3}}{2\pi} \exp\left( \frac{1}{(1-\sigma)^2} \left( \frac{3}{1-\sigma} (3-\nu^2 + (1-\sigma)^2 \nu^2) \right) \right) \]
\[ = \sigma (2-\sigma) G_{1-\sigma}(\nu, \zeta)
\]
\[ + \exp\left( \frac{-\sigma}{(1-\sigma)^2} \left( \frac{3}{1-\sigma} (3-\nu^2 + (1-\sigma)^2 \nu^2) \right) \right) G_1(\nu, \zeta)
\]
\[ = \sigma (2-\sigma) G_{1-\sigma}(\nu, \zeta) + \varphi_\sigma(\nu, \zeta) G_1(\nu, \zeta), \]
with \( \varphi_\sigma(\nu, \zeta) = \exp\left( -\langle \zeta, \nu \rangle A_\sigma(\zeta, \nu)^T \right) \), where we have defined
\[ A_\sigma = \frac{\sigma}{(1-\sigma)^3} \left( \frac{3}{2(1-\sigma)(2-\sigma)} \right) G_1(\nu, \zeta)
\]
Consequently, we have
\[ G_{1-\sigma}(\nu, \zeta) - G_1(\nu, \zeta) = \frac{\varphi_\sigma(\nu, \zeta)}{1-\sigma(2-\sigma)} G_1(\nu, \zeta) - G_1(\nu, \zeta)
\]
\[ = \frac{1}{1-\sigma(2-\sigma)} (\varphi_\sigma(\nu, \zeta) G_1(\nu, \zeta) - G_1(\nu, \zeta)) - \frac{\sigma(2-\sigma)}{1-\sigma(2-\sigma)} G_1(\nu, \zeta)
\]
and so
\[ \|G_{1-\sigma} - G_1\|_{L^p(\mathbb{R}^2)} \leq \frac{1}{|1-\sigma(2-\sigma)|} \left( \|\varphi_\sigma - 1\| G_1\|_{L^p(\mathbb{R}^2)} + \left| \frac{\sigma(2-\sigma)}{1-\sigma(2-\sigma)} \right| G_1\|_{L^p(\mathbb{R}^2)} \right). \]

It is clear that \( \lim_{\sigma \to 0} \left| \frac{\sigma(2-\sigma)}{1-\sigma(2-\sigma)} \right| G_1\|_{L^p(\mathbb{R}^2)} = 0 \). Thus, it remains to prove that \( \lim_{\sigma \to 0} \left( \|\varphi_\sigma - 1\| G_1\|_{L^p(\mathbb{R}^2)} \right) = 0 \).

One can easily compute that \( \text{det} A_\sigma > 0 \) and \( \text{Tr} A_\sigma > 0 \) for every \( \sigma \in (0, 1) \). This ensures that for every \( \sigma \in (0, 1) \), \( \varphi_\sigma \) is bounded by 1 on \( \mathbb{R}^2 \) and exponentially decays to 0 at infinity. In addition, the eigenvalues of \( A_\sigma \) are of order \( \sigma \) as \( \sigma \to 0 \).

Let us denote \( \lambda_\sigma \) the largest eigenvalue of \( A_\sigma \). Then for every \( R \in \mathbb{R}_+^* \), \( \sigma \in (0, 1) \) and every \( p \in [1, \infty) \), we have:

\[ \|\varphi_\sigma G_1 - G_1\|_{L^p(\mathbb{R}^2)} = \|\varphi_\sigma - 1\| G_1\|_{L^p(B(R))} + \|\varphi_\sigma - 1\| G_1\|_{L^p(\mathbb{R}^2 \setminus B(R))} \]
\[ \leq \|\varphi_\sigma - 1\|_{L^\infty(B(R))} G_1\|_{L^p(B(R))} + \|\varphi_\sigma - 1\| G_1\|_{L^p(\mathbb{R}^2 \setminus B(R))} \]
\[ \leq \left( 1 - e^{-\lambda_\sigma R} \right) G_1\|_{L^p(\mathbb{R}^2)} + G_1\|_{L^p(\mathbb{R}^2 \setminus B(R))}, \]

where \( B(R) \subset \mathbb{R}^2 \) is the ball of radius \( R \) centered at 0. Consequently, since \( \lim_{\sigma \to 0} \lambda_\sigma = 0 \) and \( G_1 \) decays exponentially to 0 at infinity, by taking \( R = R_\sigma = \frac{1}{\sqrt{\lambda_\sigma}} \), it follows that \( \lim_{\sigma \to 0} \left( 1 - e^{-\lambda_\sigma R_\sigma} \right) = 0 \) and \( \lim_{\sigma \to 0} G_1\|_{L^p(\mathbb{R}^2 \setminus B(R_\sigma))} = 0 \). That is to say, \( \lim_{\sigma \to 0} \|\varphi_\sigma - 1\| G_1\|_{L^p(\mathbb{R}^2)} = 0 \).

All in all,

\[ \lim_{s \to -\infty} \| f(s, \cdot, \cdot) - M_0 G_1\|_{L^p(\mathbb{R}^2)} = 0 \quad (p \in [1, \infty]) \]

and the result follows from density arguments. \( \square \)

4. Restriction to a bounded domain

Since the numerical simulations will be performed in a truncated domain, let us first start this section with some results on the behavior of the solution to eqs. (1), (3) and (5) in a bounded domain with homogeneous Dirichlet boundary conditions. In addition, in the self-similar formulation, we will also present a convergence result for the truncated solution to the full solution as the size of the domain goes to infinity.

In this section we aim to study the impact of changing the space domain \( \mathbb{R}^2 \) to a bounded domain \( \Omega \subset \mathbb{R}^2 \) with homogeneous Dirichlet boundary conditions. First, let us remind the reader that according to Corollary 2.1, the decay in \( L^2 \)-norm of the solution, \( f \), set in the whole space \( \mathbb{R}^2 \) is polynomial. In § 4.1 we will see that the solution of the equation in the original form (1) converges exponentially to 0, when we truncate the space domain to a bounded domain. In § 4.3, existence and uniqueness of a solution to the truncated self-similar equation and convergence of the bounded domain problem to the full space problem are proven in Proposition 4.1 and Proposition 4.2. A condition such that the truncated solution does not tend to 0 as time goes to infinity is given in Proposition 4.3.

The results presented here are consequences of the following Poincaré inequality.

**Lemma 4.1.** Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain and set \( I_v \) and \( I_x \) be two open and bounded intervals of \( \mathbb{R} \) such that \( \Omega \subset I_v \times I_x \).

Then for every \( (v, x) \mapsto g(v, x)) \in H^1_0(\Omega) \) and every \( t \geq 0 \), there exists \( C_\Omega(t) \in \mathbb{R}_+^* \) such that:

\[ \|g\|_{L^2(\Omega)}^2 \leq C_\Omega(t)\|\partial_v g + t \partial_x g\|_{L^2(\Omega)}^2, \]

with

\[ C_\Omega(t) = C_{I_v \times I_x}(t) \leq \begin{cases} \frac{|I_v|^2}{2} & \text{if } 0 \leq \frac{|I_v|}{|I_x|}t < 1, \\ \frac{|I_x|^2}{2t^2} & \text{if } 1 \leq \frac{|I_v|}{|I_x|}t. \end{cases} \]

(6)

The proof of this result is given in Appendix A.

4.1. The Kolmogorov equation

In this subsection we show that the asymptotic behavior of (1) simulated on a truncated domain with Dirichlet boundary conditions is no longer polynomial and is, in fact, exponential.

To this end, let us consider (1) on a bounded domain \( \Omega \), i.e.
\[ \partial_t f = v \partial_x f + \partial_y^2 f \quad \text{in } \mathbb{R}^+ \times \Omega, \]
\[ f = 0 \quad \text{on } \mathbb{R}^+ \times \partial \Omega, \]
\[ f = f_0 \quad \text{on } \{0\} \times \Omega. \]

It is easy to see that
\[ \frac{1}{2} \frac{d}{dt} \| f(t) \|_{L^2(\Omega)}^2 = -\| \partial_v f(t) \|_{L^2(\Omega)}^2 \quad (t > 0). \]

Now using Lemma 4.1 for \( t = 0 \), it follows that
\[ \frac{d}{dt} \| f(t) \|_{L^2(\Omega)}^2 \leq -2C_{\Omega}(0)^{-1} \| f(t) \|_{L^2(\Omega)}^2, \]
with \( C_{\Omega}(0) > 0 \) defined in Lemma 4.1. Thus, using Grönwall’s lemma, we obtain:
\[ \| f(t) \|_{L^2(\Omega)} \leq \| f_0 \|_{L^2(\Omega)} \exp \frac{-t}{C_{\Omega}(0)} \quad (t \geq 0). \]

Consequently, this direct simulation cannot be used in order to capture the long time behavior of the solution, since the expected decay rate is polynomial.

4.2. The rotating form

As in § 4.1, we show in this subsection that the asymptotic of (2) simulated on a truncated domain with Dirichlet boundary conditions is no longer polynomial and is, in fact, exponential.

To this end, let us consider (3) on a bounded domain \( \Omega \), i.e.
\[ \partial_t g = \partial_y^2 g + 2t \partial_v \partial_x g + t^2 \partial_x^2 g \quad \text{in } \mathbb{R}^+ \times \Omega, \]
\[ g = 0 \quad \text{on } \mathbb{R}^+ \times \partial \Omega, \]
\[ g = g_0 \quad \text{on } \{0\} \times \Omega. \]

It is easy to see that
\[ \frac{1}{2} \frac{d}{dt} \| g(t) \|_{L^2(\Omega)}^2 = -\| \partial_v f(t) + t \partial_x g \|_{L^2(\Omega)}^2 \quad (t > 0). \]

Now using Lemma 4.1 for \( t \geq 0 \), it follows that
\[ \frac{d}{dt} \| g(t) \|_{L^2(\Omega)}^2 \leq -2C_{\Omega}(t)^{-1} \| g(t) \|_{L^2(\Omega)}^2, \]
with \( C_{\Omega}(t) > 0 \) defined in Lemma 4.1. Thus, using Grönwall’s lemma, we obtain:
\[ \| g(t) \|_{L^2(\Omega)} \leq \| g_0 \|_{L^2(\Omega)} \exp \int_0^t \frac{-ds}{C_{\Omega}(s)} \quad (t \geq 0). \]

Let \( I_v \) and \( I_x \) be two open and bounded intervals of \( \mathbb{R} \) such that \( \Omega \subset I_v \times I_x \) then from the estimate (6), we have,
\[ \int_0^t \frac{ds}{C_{\Omega}(s)} \geq \begin{cases} \frac{2t}{|I_v|^2} & \text{if } t \leq \frac{|I_x|}{|I_v|}, \\ \frac{4|I_v|^3}{3|I_x|^3} + \frac{2t^3}{3|I_x|^2} & \text{if } t > \frac{|I_x|}{|I_v|}. \end{cases} \]

Consequently, we have \( \| g(t) \|_{L^2(\Omega)} \leq C_{t \to \infty} \left( e^{\frac{2t^3}{3|I_x|^2}} \right) \). Consequently, this direct simulation cannot be used in order to capture the long time behavior of the solution, since the expected decay rate is polynomial, see Remark 2.1.

4.3. The self-similar form

Now in contrast to the results in the previous subsection, we will show in this subsection that using a self-similar change of variables allows one to simulate (1) on a truncated domain with Dirichlet boundary conditions and still preserve the polynomial decay. Thus, a self-similar change of variables is indeed a useful method for preserving asymptotic decay rates.

Let us consider the self-similar form of (1), i.e. (5), on a bounded domain, \( \Omega \),
Proof. In solution Set Proposition The domain Moreover, every a ∈ \( \Omega_1 \) \( \int \partial s \phi \) = \( g_N \) \( f \) = \( f_0 \) on \( \Omega_1 \times 0 \) \( \Omega_1 \times \Omega \). \[ (7a) \]
\[ (7b) \]
\[ (7c) \]
In Proposition 4.1 we prove that (7) admits a unique solution. Then, in Proposition 4.2 we show that if the truncated domain is converging to the full space, then the truncated solution is also converging to the full one i.e. to the solution of (5).

Proposition 4.1. Let \( f_0 \in L^2(\Omega) \), then there exists a unique solution \( \tilde{f} \in C^1([0, T], L^2(\Omega)) \) for (7).
Moreover, we have
\[ \| \tilde{f}(s) \|_{L^2(\Omega)} \leq \exp \left( s - \int_0^s \frac{d\sigma}{C_\Omega(1 - e^{-\sigma})} \right) \| f_0 \|_{L^2(\Omega)} \quad (s \geq 0), \] (8)
with \( C_\Omega(\cdot) \) defined in Lemma 4.1.

Proof. In order to prove (7) has a unique solution, we consider the following equivalent form of (7).
Define \( \tilde{f} = f e^{-2s} \), then \( \tilde{f} \) satisfies the following equation
\[ \tilde{f}_s = -\tilde{F}(\tilde{f}) := \frac{2}{3} \tilde{f} + 2(1 - e^{-s}) \partial_s \partial \tilde{f} + (1 - e^{-s})^2 \partial_s^2 \tilde{f} + \frac{1}{2} \tilde{v} \partial_s \tilde{f} + \frac{2}{2} \tilde{v} \partial_s \tilde{f} \] on \( \Omega_1 \times \Omega \), \[ (9a) \]
\[ \tilde{f} = 0 \] on \( \Omega_1 \times \Omega \), \[ (9b) \]
\[ \tilde{f} = f_0 \] on \( \Omega \times \Omega \). \[ (9c) \]

A classical argument shows that \( \tilde{F} \) is a continuous operator in \( L^2(\Omega) \). We show that \( \tilde{F} \) is also coercive
\[ \int_{\Omega} \tilde{F}(\tilde{f}) \tilde{f} d\tilde{v} d\tilde{x} = \int_{\Omega} \left| \partial_s \tilde{f} + (1 - e^{-s}) \partial_s^2 \tilde{f} \right|^2 d\tilde{v} d\tilde{x} + \int_{\Omega} |\tilde{f}|^2 d\tilde{v} d\tilde{x}. \] (10)
The existence and uniqueness of a solution to (9) then follows and estimate (8) follows from (10), Lemma 4.1 and Grönwall's lemma.

For every \( \varphi \in D(\Omega_1 \times \Omega_2)' \), a distribution on \( \Omega_1 \times \Omega_2 \), we define
\[ K \varphi = \partial_s \varphi - (1 - e^{-s}) \partial_s \partial \varphi \] and
\[ K^* \varphi = -\partial_s \varphi - (1 - e^{-s}) \partial_s \partial \varphi \]
\[ \varphi \] (11a)

Proposition 4.2. Consider the sequence of bounded domains of \( \Omega_N \) in \( \Omega_N \) \( \cap \) \( \Omega_N \cap \cdots \cap \Omega_N \) \( \cap \cdots \cap \Omega_2 \).

Set \( f_0 \in C_c(\Omega^2) \). Then the equation
\[ \partial_s g_N = \frac{2}{3} g_N + 2(1 - e^{-s}) \partial_s g_N + (1 - e^{-s})^2 \partial_s^2 g_N + \frac{1}{2} \tilde{v} \partial_s g_N + \frac{2}{2} \tilde{v} \partial_s g_N + 2 g_N \] on \( \Omega_1 \times \Omega_N \), \[ (11a) \]
\[ g_N = f_0 \] on \( \Omega_1 \times \Omega_N \), \[ (11b) \]
\[ g_N = 0 \] on \( \Omega \times \Omega_N \). \[ (11c) \]
has a unique solution \( g_N \in C^1([0, T], L^2(\Omega_N)) \).
Moreover, for every \( T > 0 \), then, there exists a subsequence of \( (g_N) \) which converges in the weak topology of \( L^2([0, T] \times \Omega^2) \) to the solution \( g_s \) of (7) in the following sense
\[ 0 = \int_{\Omega^2} \varphi (0, \cdot) f_0 + \int_{[0, T] \times \Omega^2} g_s K^* \varphi, \] for every \( \varphi \in C_c^\infty(0, T) \times \Omega^2 \). In addition, all convergent subsequences of \( (g_N) \) are weakly convergent in \( L^2([0, T] \times \Omega^2) \) to a solution of (7) in the sense mentioned above.
**Proof.** The existence and uniqueness of \( g_N \) is provided by Proposition 4.1.

Let us classically extend \( g_N \) by 0 outside \( \Omega_N \). We now prove the weak convergence of \( (g_N)_N \) to \( \tilde{f} \). Thus, according to (8), for every \( N \in \mathbb{N}^* \) we have

\[
\|g_N(s)\|_{L^2(\mathbb{R}^2)} = \|g_N(s)\|_{L^2(\Omega_N)} \leq \exp \left( s - \int_0^s \frac{d\sigma}{C_N(1 - e^{-\sigma})} \right) \|f_0\|_{L^2(\mathbb{R}^2)} \leq e^s \|f_0\|_{L^2(\mathbb{R}^2)} \quad (s \in [0, T]).
\]

This ensures that up to a subsequence the sequence \( (g_N)_N \) is convergent to some \( g_* \in L^2([0, T] \times \mathbb{R}^2) \) for the weak topology of \( L^2([0, T] \times \mathbb{R}^2) \). Let us still denote by \( (g_N)_N \) this convergent subsequence. Now, for every \( \varphi \in C_c^\infty([0, T] \times \mathbb{R}^2) \), there exists \( N_0 \in \mathbb{N}^* \) such that for every \( N \geq N_0 \), we have \( \sup \varphi \subset [0, T) \times \Omega_N \). Since \( g_N \) is solution of (11), we have, \( 0 = \int_{[0, T] \times \mathbb{R}^2} \varphi \cdot Kg_N \)

and integrating by parts, we obtain,

\[
0 = \int_{\mathbb{R}^2} \varphi(0, \cdot) f_0 + \int_{[0, T] \times \mathbb{R}^2} g_N K^* \varphi.
\]

But, since \( \varphi \in C_c^\infty([0, T) \times \mathbb{R}^2) \), we have \( K^* \varphi \in L^2([0, T] \times \mathbb{R}^2) \) and by the weak convergence of \( (g_N)_N \), we have, taking the limit \( N \to \infty \),

\[
0 = \int_{\mathbb{R}^2} \varphi(0, \cdot) f_0 + \int_{[0, T] \times \mathbb{R}^2} g_* K^* \varphi,
\]

for all \( \varphi \in C_c^\infty([0, T) \times \mathbb{R}^2) \). \( \square \)

While the self-similarity change of variables can indeed provide a method for preserving the polynomial decay of solutions, this method is very reliant on the following condition to be able to provide for such decay rates.

**Proposition 4.3.** Given \( \tilde{f} \) the solution to (7) and let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain and let \( I_v \) and \( I_k \) be two bounded intervals of \( \mathbb{R} \) such that \( \Omega \subset I_v \times I_k \subset \mathbb{R}^2 \).

In order to avoid the exponential convergence of \( \tilde{f} \) to zero as \( t \to \infty \), \( I_v \) and \( I_k \) shall satisfy

\[
|I_v| \geq \sqrt{2} \quad \text{and} \quad |I_k| \geq \sqrt{2}.
\]

**Proof.** Using (8) together with the estimates (6), we have

\[
\|\tilde{f}(s)\|_{L^2(\Omega)} \leq \exp \left( s - \int_0^s \frac{d\sigma}{\tilde{C}(1 - e^{-\sigma})} \right) \|f_0\|_{L^2(\Omega)} \quad (s \geq 0),
\]

with

\[
\tilde{C}(t) = \begin{cases} \frac{|I_v|^2}{2} & \text{if } 0 \leq \frac{|I_v|}{|I_k|} t \leq 1, \\ \frac{|I_k|^2}{2t^2} & \text{if } 1 \leq \frac{|I_v|}{|I_k|} t. \end{cases} (t \geq 0).
\]

But,

1. if \( |I_v| \leq |I_k| \), then \( \tilde{C}(1 - e^{-\sigma}) = \frac{|I_v|^2}{2} \) for every \( \sigma \geq 0 \). Thus,

\[
\int_0^s \frac{d\sigma}{\tilde{C}(1 - e^{-\sigma})} = \frac{2s}{|I_v|^2} \quad (s \geq 0);
\]

2. if \( |I_v| > |I_k| \), let us define \( s_0 = \ln \frac{|I_k|}{|I_v| - |I_k|} \), and define \( \tilde{C}(1 - e^{-\sigma}) = \frac{|I_v|^2}{2} \) if \( \sigma \leq s_0 \),

\[
\tilde{C}(1 - e^{-\sigma}) = \begin{cases} \frac{|I_v|^2}{2} & \text{if } \sigma \leq s_0, \\ \frac{|I_k|^2}{2(1 - e^{-\sigma})^2} & \text{if } \sigma > s_0. \end{cases}
\]
and consequently, if \( s \leq s_0 \) we have
\[
\int_0^s \frac{d\sigma}{C(1 - e^{-\sigma})} = \frac{2s}{|I_v|^2}
\]
and if \( s > s_0 \) we have
\[
\int_0^s \frac{d\sigma}{C(1 - e^{-\sigma})} = \frac{2s_0}{|I_v|^2} + \frac{2}{|I_x|^2} \int_{s_0}^s (1 - e^{-\sigma})^2 d\sigma
\]
\[
= \frac{2s_0}{|I_v|^2} + \frac{2}{|I_x|^2} \left( s - s_0 + 2e^{-s} - 2e^{-s_0} - \frac{1}{2} e^{-2s} + \frac{1}{2} e^{-2s_0} \right) = \frac{2s}{|I_v|^2} + O(s) = o(1).
\]

According to Theorem 3.1 it is expected that the solution to (5) does not decay to zero. In order to avoid the exponential convergence to zero as \( t \to \infty \), we have to choose \( \Omega = I_v \times I_x \) such that the solution \( \tilde{f} \) is not decaying to zero. From the above expressions, it easily follows that in order to ensure this condition, we must have:
\[
\begin{align*}
|I_v| & \geq \sqrt{2} \quad \text{if } |I_v| \leq |I_x|, \\
|I_x| & \geq \sqrt{2} \quad \text{if } |I_v| > |I_x|.
\end{align*}
\]

That is to say, in any cases, \( |I_v| \geq \sqrt{2} \) and \( |I_x| \geq \sqrt{2} \).

5. Discretization schemes

In this section, we introduce the numerical schemes used to solve the various forms of the Kolmogorov equations, i.e., eqs. (1) and (5). This is needed to compare the effectiveness of the self-similarity change of variables introduced in Section 3, which is discussed in Section 6.

Since eq. (1) and (5) are not coercive it is quite natural to use an operator splitting method. Thus, in this subsection we will introduce two operator splitting methods for the simulation of eqs. (1) and (5). The operator splitting method for (1) will be a second order scheme, while the method used for (5) will be an exact method.

In order to simulate the equation, we will truncate the solution to a bounded domain \( \Omega \) of \( \mathbb{R}^2 \), as in Section 4. Then, the spatial approximation will be based on the finite element method. To this end, in this section, \( T^h \) is a triangulation of \( \Omega \) with given average triangle size, \( h \), and \( X^h \subset H^1_0(\Omega) \) is the set of \( P_1 \)-finite elements based on this triangulation \( T^h \). Let us also define \( P^h \) a projector of \( H^1_0(\Omega) \) to \( X^h \).

5.1. Operator splitting for Kolmogorov equation

As stated above the Kolmogorov equation, (1), is not coercive and thus an operator splitting method will be used in our simulations. The operator splitting method Algorithm 1 introduced in this subsection is second order accurate and thus some care must be taken when simulating over long times. Thus, we see that there is not only a problem with artificial boundary conditions, but the accuracy of the method tends to cause a problem.

For the operator splitting method used on the Kolmogorov equation, (1), we define two operators
\[
\begin{align*}
\mathcal{A}_1 &= \partial_t - \partial_y^2 \\
\mathcal{A}_2 &= \partial_t - v \partial_x.
\end{align*}
\]

With these two operators in place we can solve the first operation using a finite element method, or some other method of choice, while solving the second operation using an exact solution from the method of characteristics.

To this end we introduce the following weak form relating to the operator \( \mathcal{A}_1 \). Given the test function \( \chi \in H^1_0(\Omega) \) then the weak form for \( \mathcal{A}_1 \) defined on a domain \( \Omega \subset \mathbb{R}^2 \) with \( f_{\partial \Omega} = 0 \) is

\[
\text{Find } f \in H^1_0(\Omega) \text{ such that }
(\partial_t f, \chi) + (\partial_y f, \partial_y \chi) = 0 \quad \forall \chi \in H^1_0(\Omega). 
\]

For the operator \( \mathcal{A}_2 \) the method of characteristics can be used and therefore it is easy to see that the solution of
\[
\begin{align*}
\partial_t f - v \partial_x f &= 0 \quad \text{on } \Omega, \\
f(\cdot, \cdot, 0) &= f_0 \quad \text{on } \Omega.
\end{align*}
\]
is
\[ f(v, x, t) = f_0(v, x + vt) \quad (t \geq 0, \ (v, x) \in \Omega) \]
and so an exact solution can be obtained using a translation.

Using these two operators we then define Algorithm 1 for determining the solution to the Kolmogorov equation, (1), using finite elements.

**Algorithm 1: Operator splitting method for Kolmogorov equation (1).**

Given \( \Delta t > 0 \) a time step and given \( f_0 \in H^1_0(\Omega) \).

**initialization** Set \( f_0^n = \rho h f_0 \in X^h \).

**repeat**

1. Find \( \varphi_n \in X^h \) such that
   \[
   (\partial_t \varphi_n, \chi_h) + (\partial_x \varphi_n, \partial_x \chi_h) = 0 \quad (t \in (0, \Delta t)), \]
   \[
   \varphi_n(0) = f_0^n.
   \]
2. Using the method of characteristics solve
   \[
   \partial_t \varphi_n = \nu \partial_x \varphi_n \quad (t \in (0, \Delta t)),
   \]
   \[
   \varphi_n(0) = \varphi_n(\Delta t).
   \]
3. Update solution,
   \[
   f_{n+1}^n = \varphi_n(\Delta t).
   \]

until \( n \Delta t = T \).

The proof of the convergence of Algorithm 1 can be found in [15].

5.2. An exact splitting scheme

The self-similar version of the Kolmogorov equation (5) is not coercive and so a unique solution to the finite element discretization is not guaranteed. To address this issue we can split the (5) into two operators. We will select these operators in such a way that both are coercive and commute, since operators which commute result in a no error from the operator splitting scheme. The following theorem states that there exists an operator splitting for (5) which is exact.

**Proposition 5.1.** Set \( \sigma_1 \leq 1 \) and \( \sigma_2 = 2 - \sigma_1 \) and define

\[
K_{1,s} = - (\partial_v + (1 - e^{-\sigma_1})\partial_x) \frac{1}{2} (\partial_x^2 - \frac{3}{2} \partial_x \partial_x \sigma_1 1) \quad (14a)
\]
\[
K_{2,s} = \sigma_2 1. \quad (14b)
\]

Then \( K_{1,s} \) and \( K_{2,s} \) commute, \( K_{2,s} \) is coercive on \( H^1_0(\Omega) \), \( K_{1,s} \) is coercive on \( L^2(\Omega) \) and (5) can be written as

\[
\partial_t \tilde{f} = - K_{1,s} \tilde{f} + K_{2,s} \tilde{f}. \quad (15)
\]

**Proof.** Since \( \sigma_1 + \sigma_2 = 2 \), it is obvious that (5) can be written as (15).

Since \( \sigma_2 = 2 - \sigma_1 > 0 \) and \( K_{2,s} \) is a multiple of identity, it is obvious that \( K_{2,s} \) is coercive and \( K_{2,s} \) and \( K_{1,s} \) commute. Let us now check that \( K_{1,s} \) is coercive. As in the proof of Proposition 4.1, we have for every \( \tilde{f} \in H^1_0(\Omega) \),

\[
\int_{\Omega} K_{1,s} \tilde{f} = \int_{\Omega} |\partial_v \tilde{f} + (1 - e^{-\sigma_1})\partial_x \tilde{f}|^2 + (1 - \sigma_1) \int_{\Omega} |\tilde{f}|^2 \geq \|\partial_v \tilde{f} + (1 - e^{-\sigma_1})\partial_x \tilde{f}\|_{L^2(\Omega)}^2.
\]

But, according to Lemma 4.1, for every \( s \geq 0 \), there exists \( C_{\Omega}(1 - e^{-s}) > 0 \) such that

\[
\|\partial_v \tilde{f} + (1 - e^{-\sigma_1})\partial_x \tilde{f}\|_{L^2(\Omega)}^2 \geq \frac{1}{C_{\Omega}(1 - e^{-s})} \|\tilde{f}\|_{L^2(\Omega)}^2. \quad \square
\]

Since (5) is not coercive we cannot guarantee the Finite Element solution to (5) is unique. However, since \( K_{1,s} \) and \( K_{2,s} \) commute, we can create an exact operator splitting method where our operators are coercive by choosing \( \sigma_1 \leq 1 \) and \( \sigma_2 = 2 - \sigma_1 \).

For the purpose of the numerical simulation, we introduce the following weak form, relating to the operator \( \partial_s + K_{1,s} \).
Find \( \tilde{f} \in H^1(\Omega) \) such that
\[
(\partial_t \tilde{f}, \chi) + a_s(\tilde{f}, \chi) = 0 \quad \forall \chi \in H^1(\Omega),
\]
where we have set
\[
a_s(\tilde{f}, \chi) = (\partial_x \tilde{f}, \partial_x \chi) + (1 - e^{-s}) ((\partial_x \tilde{f}, \partial_x \chi) + (\partial_x \tilde{f}, \partial_x \chi)) + (1 - e^{-s})^2 (\partial_x \tilde{f}, \partial_x \chi)
\]
\[
+ \frac{1}{4} ((\tilde{f}, \partial_x \chi) - (\partial_x \tilde{f}, \chi)) + \frac{3}{4} ((\tilde{f}, \partial_x \chi) - (\tilde{f}, \partial_x \chi))
\]
\[
+ (1 - \sigma_1)(\tilde{f}, \chi).
\]
For the operator \( K_{2,s} \), the solution is explicit. In fact, it is easy to see that the solution of
\[
\partial_t \tilde{f} - K_{2,s} \tilde{f} = 0 \quad \text{on } \Omega,
\]
\[
f(\cdot, \cdot, 0) = f_0 \quad \text{on } \Omega
\]
is
\[
f(\cdot, \cdot, s) = e^{\sigma_2 s} f_0 \quad (s \geq 0).
\]
Using these two operators we then define Algorithm 2 for determining the solution to the Kolmogorov equation in self-similar variables (5), using finite elements.

**Algorithm 2:** Operator splitting method for the self-similar Kolmogorov equation (5).

Given \( \Delta s > 0 \) a time step and given \( f_0 \in H^1(\Omega) \).

1. **Initialization** Set \( f_h^0 = p^h f_0 \in X^h \).
2. **Repeat**
   1. Find \( \psi_h \in X^h \) such that
      \[
      (\partial_t \psi_h, x_h) + a_s(\psi_h, x_h) = 0 \quad (t \in (0, \Delta s), \ x_h \in X^h).
      \]
      \[
      \psi_h(0) = f_h^0.
      \]
   2. Update solution,
      \[
      f_h^{t+1} = e^{\sigma_2 \Delta s} \psi_h(\Delta s).
      \]
   until \( n \Delta s = T \).

In the numerical test, we will use Crank–Nicolson method to solve (16).

6. **Numerical results**

In this section we compare the results of the finite element method applied to the various forms of the Kolmogorov Equation, eqs. (1) and (5). The comparison will be performed on two different initial conditions, eqs. (19) and (23). The first initial condition, (19), is a smooth Gaussian, while the second initial condition, (23), is a square pulse centered at zero. In this way, we demonstrate the benefits of using the self-similarity change of variables, which include

- Small space domain,
- Fast marching in time,
- Convergence to steady state.

In what follows we determine the effectiveness of each finite element discretization introduced in Section 5 through comparison of \( L^2 \)-errors and a percent difference defined as
\[
\text{%diff}(f) = \frac{\| f_{\text{numerical}} - f_{\text{exact}} \|}{\| f_{\text{exact}} \|} \cdot 100\%.
\]
The use of %diff will show the distribution of error and thus show where the largest errors occur. For (1) the major contribution of errors is expected to occur on the boundary, due to the interaction with the artificial boundary conditions. However, it is expected that for the self-similarity solution of (5), the major contribution of error should directly come from discretization error rather than imposed boundary conditions.

For the various forms of the Kolmogorov Equation, eqs. (1) and (5), we take the time interval, and problem domain to be respectively
\[
I = [0, 10], \quad \Omega = [-10, 10] \times [-10, 10],
\]
which obviously satisfies condition (12). For each equation we take the time step to be \( \Delta t = \Delta s = 0.01 \) and the number of triangles along each side of the domain, \( \Omega \), to be \( N = 128 \).

**Remark 6.1.** We note that while the starting domain for (5) is given by \( \Omega \) the respective change of variables results in the domain growing over time. Additionally, since \( s \) is a scaling of the time, \( t \), we take the time interval for (5) to be \( I_s = [0, 2.4] \) which corresponds to \( t \in I \), since \( t = e^s - 1 \Rightarrow s \in [0, \log(t + 1)] \).

Due to the scaling in time, when comparing solution behavior (\( L^2 \) and \( L^\infty \) norms) over time we will take \( t \in [0, 240] \) for simulating the Kolmogorov Equation, (1). This will allow for a proper comparison of long time behavior in the norms. While \( t = 240 \) is still no where close to the final time of \( s = 10 \), we obtain a good picture of the decay rate over time. Running the simulation out to this time took quite a bit of computational time especially as compared to simulating, (5), out to \( s = 10 \).

To this end, we begin by comparing the simulations given an exact solution resulting from the initial condition (19). In the last subsection we will compare long time solution behavior given a square pulse as the initial condition. No finite element error analysis will be performed on this example, since we do not have an exact solution.

**6.1. Test 1: simulation with exact solution**

For the purposes of comparing solutions and contribution of errors from the finite element discretization we first need exact solutions to each of the different forms of the Kolmogorov Equation. To this end, we define the initial condition

\[
f_0(v, x) = e^{-v^2 - x^2}
\]

and therefore the solutions to eqs. (1) and (5) are respectively given by

\[
f_{\text{exact}}(t, v, x) = \frac{\exp\left(-\frac{-(3+3t^2+4t^3)v^2+6t(1+2t)vx+3(1+4t)x^2}{5+12t+4t^2+4t^3+4t^4}\right)}{\sqrt{1 + 4t + \frac{4t^2}{3} + \frac{4t^4}{3}}}.
\]

\[
\tilde{f}_{\text{exact}}(s, v, x) = \frac{\exp\left(-\frac{(1-4e^{-(3+e^{3+e})})v^2+12e^{-3+e^3}x^2-3e^{2s}(3+4e^3)x^2}{-9+8e^4+12e^{2s}-12e^{3s}+4e^{4s}}\right)}{\sqrt{-3 + \frac{8}{3}e^4 + 4e^{2s} - 4e^{3s} + \frac{4}{3}e^{4s}}}.
\]

Additionally, from **Theorem 3.1** we see that the solution to (5) converges to

\[
\tilde{f}_\infty(\tilde{v}, \tilde{x}) = \frac{\sqrt{3}}{2} e^{-\frac{\tilde{v}^2 + 3\tilde{x}}{2}}
\]

which is an elliptic Gaussian having magnitude \( \sqrt{2} \).

For (1) the support of the solution grows beyond the problem domain in the given time interval, \( I \), and therefore the boundary conditions become more and more important as time increases until the solution, given by the finite element method, no longer approximates the true solution of the original problem. This can be seen in Fig. 4. Thus, as time increases the error becomes larger and larger, due to the divergence from the exact solution caused by the interaction of the boundary conditions. While (5) tends to a steady state with compact support in the domain \( \Omega \) for the given time interval, therefore the approximation given by the finite element method remains valid throughout the simulated time and should provide a better approximation to the exact solution, as can be seen in Fig. 5.

Additionally, the \( L^2 \)-error at time \( t = 10 \) is smaller for the self-similarity version of the Kolmogorov Equation, (5), as compared to the original Kolmogorov Equation, (1), as expected, as seen in **Table 1**. In fact, the \( L^2 \)-error for the self-similarity version of the Kolmogorov Equation at \( t = e^{10} - 1 \), i.e. \( s = 10 \), is still smaller than the \( L^2 \)-error associated with (1) at \( t = 10 \) and is

\[
\| \tilde{f}_{\text{exact}}(10, \tilde{v}, \tilde{x}) - \tilde{f}(10, \tilde{v}, \tilde{x}) \| = 0.0107995.
\]

Thus, we see that the self-similarity solution performs much better over long times.
Table 2
$L^2$-errors for finite element method applied to the self-similar Kolmogorov equation, (5), at $s = 10$ with $dt = 0.01$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L^2$-error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>$6.2785 \times 10^{-1}$</td>
<td></td>
</tr>
<tr>
<td>0.50000</td>
<td>$9.90501 \times 10^{-2}$</td>
<td>2.6642</td>
</tr>
<tr>
<td>0.25000</td>
<td>$2.70934 \times 10^{-2}$</td>
<td>1.8702</td>
</tr>
<tr>
<td>0.12500</td>
<td>$6.94450 \times 10^{-3}$</td>
<td>1.9640</td>
</tr>
<tr>
<td>0.06250</td>
<td>$1.74641 \times 10^{-3}$</td>
<td>1.9915</td>
</tr>
<tr>
<td>0.03125</td>
<td>$4.36256 \times 10^{-4}$</td>
<td>2.0011</td>
</tr>
<tr>
<td>0.01562</td>
<td>$1.08071 \times 10^{-4}$</td>
<td>2.0132</td>
</tr>
</tbody>
</table>

Fig. 2. The observed solution behavior over time for finite element method and Algorithm 2 applied to (5).

Fig. 3. Observed $L^\infty$-norm and $L^2$-norm over time.

Remark 6.2 (Finite element convergence). We see in Table 2 that the rate of convergence appears to follow the classical quadratic convergence rate expected for linear finite elements and the convergence rate is given by the least squares fit $E(h) = 0.49796 h^{2.0401}$.

In addition to the decreasing $L^2$-error for the finite element approximation to (5) we would like to bring the reader's attention back to behavior remarked in Proposition 3.1 relating to the $L^\infty$-norm of (5) not being monotonic. Indeed, the numerical simulation of (5) by finite element method follows the same behavior as the one predicted by Proposition 3.1 and this can be seen in Fig. 2. In this simulation we observe that initially the $L^\infty$-norm increases and then eventually decreases to a steady state as expected (see Fig. 2). We also note that while the graph appears to be increasing as time increases the data appears to be converging to a constant, and can be observed by the fact that the $L^\infty$ eventually is only changing in the 4th decimal.

When comparing long time solution norms on a log–log (see Fig. 3a) plot we see that the solution given by Algorithm 2 applied to the Self-Similar Kolmogorov Equation seems to have a polynomial decay rate, while the solution given by Algorithm 1 applied to the Kolmogorov Equation seems to have a decay rate which is faster than any polynomial decay rate.
Fig. 4. Solution to the Kolmogorov Equation, (1), simulated using Algorithm 1 (a) and percent difference (b) between exact solution and simulated solution at \( t = 10 \).

Fig. 5. Solution to the self-similar Kolmogorov Equation, (5), using Algorithm 2 (a, c) and percent difference (b, d) between exact solution and simulated solution at \( s = 2.40 \ (t \sim 10) \).

Remark 6.3. We note that the change of variable \( z = x + tv \) results in the rotation of the initial condition in the opposite direction to the direction seen in the original variables. This is apparent in both the exact solution given in (4) and the simulation presented in Section 6, especially in Fig. 5.

6.2. Test 2: square pulse

In the next example we take the initial condition to be a square pulse defined by

\[
f(0, x) = f_0(x) = \begin{cases} 
1 & \text{if } |x| < 1 \text{ and } |v| < 1 \\
0 & \text{otherwise.}
\end{cases}
\]
Fig. 6. Comparison of solution behavior over time for similarity solution, b, in original variables and Kolmogorov equation, a, with initial condition (23).

Fig. 7. Comparison of solutions, at \( t = 10 \), to self-similar Kolmogorov, b and c, and Kolmogorov equations, a, with the initial condition (23).

For this initial condition we see that again the solution support has grown beyond the original domain size by \( t = 10 \) (see Fig. 7a), and therefore the boundary conditions begin to play a big role in the simulated solution. However, due to a lack of exact solution, we cannot quantify the error due to boundary conditions. However, we can determine the effects on the solution behavior.

The solution to the Kolmogorov Equation is supposed to follow a polynomial decay, but as can be seen in Fig. 6a the solution does not appear exhibit polynomial decay. However, in Fig. 6b, we see a clear trend of polynomial decay. In fact, polynomial decay which is of second order as indicated by the slope of the line in the log–log plot, Fig. 6b.

7. Conclusions

In this paper we introduce a discretization of the self-similar Kolmogorov equation (5) based on an operator splitting technique combined with a finite element method and provide theoretical results for the method. Then in Section 6 we verified our theoretical results. The effectiveness of the self-similar change of variables was demonstrated in Section 6, by comparing finite element solutions for (1) using the method of splitting in Algorithm 1, and the self-similar version of Kolmogorov (5). The self-similar change of variables had the lowest \( L^2 \)-error as compared to the solutions for (1). The main reason for this was due to the interaction of the artificially imposed boundary conditions with the solution on the inside of the domain. This is exactly as expected. We note that the self-similar change of variables solution can also suffer from the same draw back of artificial boundary conditions if a domain which is too small is chosen. However, the key point here is that the domain required is much smaller than that of (1), allowing for efficient long time simulation. In addition to the ability to use much smaller domains for long time simulation, the self-similar change of variables allows for fast marching in time due to the change in time from \( t \) to \( s \) where \( t = e^s - 1 \). Thus, time marching is exponential which adds to the efficiency of computing solutions to the self-similar change of variables version of the Kolmogorov equation. In summary we see that for long time integration the self-similar change of variables has the following benefits, as compared to the original formulation of the Kolmogorov equation: small space domain, and fast marching in time.
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**Appendix A. Proof of Lemma 4.1**

Let $g \in H^1_0(\Omega)$ and let us extend $g$ by 0 outside $\Omega$, so that $g \in H^1_0(I_v \times I_k)$. Assume that there exists $C_{I_v \times I_k}(t)$ such that

$$\|g\|^2_{L^2(I_v \times I_k)} \leq C_{I_v \times I_k}(t) \|\partial_v g + t \partial_x g\|^2_{L^2(I_v \times I_k)}.$$  

But we have

$$\|g\|^2_{L^2(I_v \times I_k)} = \|g\|^2_{L^2(\Omega)} \quad \text{and} \quad \|\partial_v g + t \partial_x g\|^2_{L^2(I_v \times I_k)} = \|\partial_v g + t \partial_x g\|^2_{L^2(\Omega)}.$$  

Consequently, for every $g \in H^1_0(\Omega)$, there exists $C_{\Omega}(t) \subseteq C_{I_v \times I_k}(t)$ so that

$$\|g\|^2_{L^2(\Omega)} \leq C_{\Omega}(t) \|\partial_v g + t \partial_x g\|^2_{L^2(\Omega)}.$$  

Consequently, it remains to prove the existence and the estimate on $C_{I_v \times I_k}(t)$.

Assume now that $\Omega = I_v \times I_k$, with $I_v = (a_v, b_v)$ and $I_k = (a_k, b_k)$ and let $g \in H^1_0(I_v \times I_k)$. Let us define

$$\tilde{g}(\bar{v}, \bar{x}) = g(\bar{v} + (b_v - a_v) \bar{v}, a_x + (b_x - a_x) \bar{x}) \quad ((\bar{v}, \bar{x}) \in (0, 1)^2).$$

Then we have $\tilde{g} \in H^1_0((0, 1)^2)$,

$$\left(\partial_v \tilde{g} + t \partial_x \tilde{g}\right) (\bar{v}, \bar{x}) = |I_v| \left(\partial_v g + \frac{|I_k|}{|I_v|} \partial_x g\right) (a_v + |I_v| \bar{v}, a_x + |I_k| \bar{x})$$

and

$$\|\tilde{g}\|^2_{L^2((0, 1)^2)} = |I_v| |I_k| \|g\|^2_{L^2(I_v \times I_k)} \quad \text{and} \quad \|\partial_v \tilde{g} + t \partial_x \tilde{g}\|^2_{L^2((0, 1)^2)} = |I_v|^2 |I_k| \|\partial_v g + \frac{|I_k|}{|I_v|} \partial_x g\|^2_{L^2(I_v \times I_k)}.$$  

Consequently, if there exists $C_{(0, 1)^2}(t)$ such that

$$\|g\|^2_{L^2((0, 1)^2)} \leq C_{(0, 1)^2}(t) \|\partial_v g + t \partial_x g\|^2_{L^2((0, 1)^2)} \quad (g \in H^1_0((0, 1)^2)),$$

then,

$$\|g\|^2_{L^2(I_v \times I_k)} \leq |I_v|^2 C_{(0, 1)^2} \left(\frac{|I_k|}{|I_v|}\right) \|\partial_v g + t \partial_x g\|^2_{L^2(I_v \times I_k)} \quad (g \in H^1_0(I_v \times I_k)).$$

Consequently, it remains to prove the result for $\Omega = (0, 1)^2$.

Let us prove the result for $g \in C^\infty_c(\Omega)$ (with $\Omega = (0, 1)^2$), the global result will follow from density arguments. Let us extend $g$ by 0 outside $\Omega$, then we have $g \in C^\infty_c(\mathbb{R}^2)$. For every $(v_0, x_0) \in \mathbb{R}^2$ and every $s \in \mathbb{R}$, we have:

$$g(v_0 + s, x_0 + ts) = \int_0^s \frac{d}{d\sigma} g(v_0 + \sigma, x_0 + t\sigma) \, d\sigma$$

$$= \int_0^s \left(\partial_v g(v_0 + \sigma, x_0 + t\sigma) + t \partial_x g(v_0 + \sigma, x_0 + t\sigma)\right) \, d\sigma.$$  

Hence, by Cauchy–Schwarz inequality,

$$|g(v_0 + s, x_0 + ts)|^2 \leq s \int_0^s \left|\partial_v g(v_0 + \sigma, x_0 + t\sigma) + t \partial_x g(v_0 + \sigma, x_0 + t\sigma)\right|^2 \, d\sigma.$$  

(24)

Before continuing, let us consider the particular case $t = 0$.

In this case, eq. (24) is
\[ |g(v_0 + s, x_0)|^2 \leq s \int_0^s |\partial_v g(v_0 + \sigma, x_0)|^2 \, d\sigma \]

and hence,
\[
\|g\|_{L^2(\Omega)}^2 = \int_0^1 \int_0^1 |g(v, x)|^2 \, dv \, dx \leq \int_0^1 \int_0^1 |\partial_v g(\sigma, x)|^2 \, d\sigma \, dv \\
\leq \int_0^1 \int_0^1 \int_0^1 |\partial_v g(\sigma, x)|^2 \, dv \, d\sigma \, dx = 1 \frac{1}{2} \|\partial_v g\|_{L^2(\Omega)}^2.
\]

That is to say \( C_2(0) \leq \frac{1}{2} \).

Let us now consider the case \( t > 0 \). Then, we have
\[
\|g\|_{L^2(\Omega)}^2 = \int_0^1 \int_0^1 |g(v, x)|^2 \, dv \, dx = t \int_0^1 \int_0^1 |g(v, ts)|^2 \, dv \, ds = t \int_0^1 \int_0^1 |g(w + s, ts)|^2 \, dw \, ds.
\]

Then,
- if \( t < 1 \),
\[
\|g\|_{L^2(\Omega)}^2 = t \left( \int_{\frac{1}{t} - w}^{1 - \frac{1}{t}} \int_0^1 |g(w + s, ts)|^2 \, ds \, dw + \int_{1 - \frac{1}{t}}^{0 - w} \int_0^1 |g(w + s, ts)|^2 \, ds \, dw + \int_0^1 \int_1^1 |g(w + s, ts)|^2 \, ds \, dw \right);
\]
- if \( t \geq 1 \),
\[
\|g\|_{L^2(\Omega)}^2 = t \left( \int_{\frac{1}{t} - w}^{0 - w} \int_0^1 |g(w + s, ts)|^2 \, ds \, dw + \int_{0 - w}^{1 - \frac{1}{t}} \int_0^1 |g(w + s, ts)|^2 \, ds \, dw + \int_{1 - \frac{1}{t}}^{1 - w} \int_0^1 |g(w + s, ts)|^2 \, ds \, dw \right).
\]

All the integrals in the above expressions are of the form:
\[
\int_a^b \int_\alpha^\beta \|w\|^2 \, ds \, dw,
\]
with \( a \leq b \) and \( \alpha(w) \leq \beta(w) \).

But we have, using eq. (24),
\[
\int_a^b \int_\alpha^\beta \|g(w + s, ts)|^2 \, ds \, dw
\]
\[
= \int_a^b \int_\alpha^\beta \partial_w g(w + \alpha(w) + s + t\alpha(w)) |^2 \, ds \, dw
\]
\[
\leq \int_a^b \int_\alpha^\beta \int_0^{s} |\partial_w g(w + \alpha(w) + \sigma + t\alpha(w)) + \partial_k g(w + \alpha(w) + \sigma + t\alpha(w))|^2 \, d\sigma \, ds \, dw
\]
\[
\leq \int_a^b \int_\alpha^\beta \int_0^{s} |\partial_w g(w + \sigma + t\alpha) + t\partial_k g(w + \sigma , t\alpha)|^2 \, d\sigma \, ds \, dw
\]
\[
\leq \int_a^b \int_\alpha^\beta \int_0^{s} |\partial_w g(w + \sigma , t\alpha) + \partial_k g(w + \sigma , t\alpha)|^2 \, d\sigma \, ds \, dw
\]
\[
\begin{align*}
\leq & \int_a^b \frac{(\beta(w) - \alpha(w))^2}{2} \int_{\alpha(w)}^{\beta(w)} |\partial_w g(w + \sigma, t\sigma) + t\partial_x g(w + \sigma, t\sigma)|^2 \, d\sigma \, dw \\
\leq & \frac{1}{2} \left( \sup_{w \in [a,b]} (\beta(w) - \alpha(w))^2 \right) \int_a^b \int_{\alpha(w)}^{\beta(w)} |\partial_w g(w + \sigma, t\sigma) + t\partial_x g(w + \sigma, t\sigma)|^2 \, d\sigma \, dw.
\end{align*}
\]

Consequently,

- if \(0 < t < 1\),

\[
\|g\|^2_{L^2(\Omega)} \leq \frac{t}{2} \left( \int_{-1}^1 \int_{-1}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \\
+ \int_{-\frac{1}{t}}^{1-w} \int_{-1}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \\
+ \int_{-1}^{1-w} \int_{-\frac{1}{t}}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \right);
\]

- if \(t \geq 1\),

\[
\|g\|^2_{L^2(\Omega)} = \frac{1}{2t} \left( \int_{-1}^{1-w} \int_{-1}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \\
+ \int_{-\frac{1}{t}}^{1-w} \int_{-1}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \\
+ \int_{-1}^{1-w} \int_{-\frac{1}{t}}^{1-w} |\partial_w g(w + s + ts, t\sigma) + t\partial_x g(w + s + ts, t\sigma)|^2 \, ds \, dw \right).
\]

Going back to \([0, 1]^2\), we end up with

\[
\|g\|^2_{L^2(\Omega)} \leq \begin{cases} 
\frac{1}{2} \|\partial_w g + t\partial_x g\|^2_{L^2(\Omega)} & \text{if } 0 < t \leq 1, \\
\frac{1}{2t^2} \|\partial_w g + t\partial_x g\|^2_{L^2(\Omega)} & \text{if } t > 1.
\end{cases}
\]

All in all, we have proved that \(C_{(0,1)^2}(t)\) exists and we have

\[
C_{(0,1)^2}(t) \leq \begin{cases} 
\frac{1}{2} & \text{if } 0 \leq t \leq 1, \\
\frac{1}{2t^2} & \text{if } t \geq 1.
\end{cases} \quad (t \geq 0). \quad \square
\]

References


