
Potential Vorticity and Balanced and Unbalanced Moisture

ALFREDO N. WETZEL

Department of Mathematics, University of Wisconsin–Madison, Madison, Wisconsin

LESLIE M. SMITH

Department of Mathematics, and Department of Engineering Physics,

University of Wisconsin–Madison, Madison, Wisconsin

SAMUEL N. STECHMANN

Department of Mathematics, and Department of Atmospheric and Oceanic Sciences,

University of Wisconsin–Madison, Madison, Wisconsin

JONATHAN E. MARTIN

Department of Atmospheric and Oceanic Sciences, University of Wisconsin–Madison, Madison, Wisconsin

YEYU ZHANG

Department of Mathematics, University of Wisconsin–Madison, Madison, Wisconsin

(Manuscript received 6 November 2019, in final form 9 March 2020)

ABSTRACT

Atmospheric flows are often decomposed into balanced (low frequency) and unbalanced (high fre-

quency) components. For a dry atmosphere, it is known that a single mode, the potential vorticity (PV), is

enough to describe the balanced flow and determine its evolution. For a moist atmosphere with phase

changes, on the other hand, balanced–unbalanced decompositions involve additional complexity. In this

paper, we illustrate that additional balanced modes, beyond PV, arise from the moisture. To support and

motivate the discussion, we consider balanced–unbalanced decompositions arising from a simplified

Boussinesq numerical simulation and a hemispheric-sized channel simulation using the Weather Research

and Forecasting (WRF) Model. One important role of the balanced moist modes is in the inversion

principle that is used to recover the moist balanced flow: rather than traditional PV inversion that involves

only the PV variable, it is PV-and-M inversion that is needed, involvingM variables that describe the moist

balanced modes. In examples of PV-and-M inversion, we show that one can decompose all significant

atmospheric variables, including total water or water vapor, into balanced (vortical mode) and unbalanced

(inertio-gravity wave) components. The moist inversion, thus, extends the traditional dry PV inversion to

allow for moisture and phase changes. In addition, we illustrate that the moist balanced modes are es-

sentially conserved quantities of the flow, and they act qualitatively as additional PV-like modes of the

system that track balanced moisture.

1. Introduction

Meteorologically significant midlatitude motions are

principally associatedwith flows that are in near-geostrophic

balance (rapid rotation and strong stratification). This

balanced flow acts somewhat independently of the

transient high-frequency inertio-gravity and acoustic

waves. Balanced motion is, therefore, primarily low

frequency and synoptic in scale.

Accordingly, to discern significant and long-lasting

motions, it is often beneficial to decompose atmospheric

flow into its balanced and unbalanced components. In

the dry atmosphere, such a decomposition may be car-

ried out through the identification of the low-frequency

vortical mode of the flow to construct a single potential
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vorticity (PV) variable determining the evolution of the

balanced flow (Ertel 1942; Hoskins et al. 1985).1 It is

then possible to ‘‘invert’’ the PV variable to diagnosti-

cally recover the balanced components of variables such

as the pressure, velocity, and temperature. In this dry

atmosphere case, the inversion requires the solution of a

linear elliptic partial differential equation (PDE) with

suitable boundary conditions once the PV distribution

is known.

For moist dynamics including phase changes, one may

similarly ask: How can the flow field and variables as-

sociated with moisture be decomposed into their bal-

anced and unbalanced components? This is the main

topic of this paper. Many important differences arise in

the moist case when compared with the dry case, and

phase changes create some particularly subtle effects.

One of the main objectives of this paper is to describe

these differences and subtleties, and to illustrate them

using numerical simulations.

A brief overview is as follows. To recover the bal-

anced components of the moist flow, one first must find

the relevant low-frequency modes of the system. This is

the source of one key difference between the dry and

moist cases. In the moist case, the low-frequency com-

ponent can no longer be described by a single dynamic

PV variable; for a moist system, it is necessary to ad-

ditionally retain a number of dynamically significant

moist variables (Smith and Stechmann 2017). Namely,

the vortical mode of dry dynamics will be augmented

in the moist system with additional low-frequency

moist modes. These additional moist modes, which we

call M modes or M variables, prove vital in describing

the moist balanced flow (Wetzel et al. 2019). In par-

ticular, the balanced PV and M variables are both

needed together to specify an invertibility principle,

which we call PV-and-M inversion, to diagnostically

recover balanced components of all other dynamic

variables, including moisture. Thus, in analogy to dry

dynamics, the balanced flow is obtained from an in-

version of balanced PV, although now also with ad-

ditional balanced moisture components. In practice,

the inversion requires the solution of an elliptic PDE

with suitable boundary conditions and global knowl-

edge of not only the PV variable but also M variables.

In the case with phase changes, the elliptic PDE

also now has discontinuous coefficients resulting from

phase changes.

Some prior studies have explored inversion principles

to recover the balanced component of a moist system

using a single moist PV variable (e.g., Schubert et al.

2001; Marquet 2014). In such cases, some subtleties

arise, and we use the present paper to discuss these is-

sues in the context of the more recent concept of

PV-and-M inversion. In essence, moist PV variables

generalize the PV of dry dynamics—constructed using

the dry-air potential temperature u, which is inadequate

to describe a moist system. Moist PV alternatives have

been considered using the virtual potential temperature

uy, the equivalent potential temperature ue, or some

other variable associated with the moist-air entropy.

While these moist PV variables have a number of de-

sirable traits from the point of view of moist dynamics

and balanced flow, they are not sufficient to individually

recover the full moist balanced flow including moisture

constituents. For example, it is observed in Schubert

et al. (2001) that, using the moist PV defined in terms of

uy, denoted here as PVy, one can define an invertibility

principle. However, its inversion recovers only wind and

thermal variables of the flow, but not the moisture var-

iables. Similarly, a PV can be defined from ue alone (e.g.,

Bennetts and Hoskins 1979; Emanuel 1979), denoted

here by PVe, but it fails to possess an invertibility prin-

ciple (Cao and Cho 1995; Schubert et al. 2001). In this

paper we show, in fact, that PVy is not balanced and

therefore, for a moist system with phase changes, PVy

inversion does not recover the balanced component of

the flow.Moreover, PVe is a suitable PV variable for PV-

and-M inversion and may be used to recover the moist

balanced flow. Therefore, the lack of an invertibility

principle for PVe alone highlights the absolute neces-

sity of the balanced M components in the inversion

principle.

While some common PV variables, such as PVy, may

not be balanced, we also note that they can still be useful

quantities for analyzing the atmosphere. For instance,

PVy is conserved for an unsaturated atmosphere, and it

changes due to latent heating. Therefore, PVy or other

similar PVs can still be useful quantities for monitoring

and diagnosing the effects of latent heating (e.g., Davis

and Emanuel 1991; Lackmann 2002; Gao et al. 2004;

Brennan and Lackmann 2005; Martin 2006; Brennan

et al. 2008; Lackmann 2011; Madonna et al. 2014; Büeler
and Pfahl 2017).

The paper is organized as follows. We begin with an

illustration of the balanced and unbalanced compo-

nents of moisture arising from a Boussinesq model in

section 2. In particular, we use this model to discuss

some of the key features of each component in a sim-

plified setup. In section 3, we introduce the moist an-

elastic equations to derive evolution equations of PV

1 This may be done more easily with the assumption of small

Rossby and Froude numbers, in which case the Ertel PV variable is

now approximated by a corresponding quasigeostrophic PV vari-

able, as will be the case throughout this paper.
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andM, discuss PV-and-M inversion with phase changes,

and describe how a balanced–unbalanced decompo-

sition may be done in the moist system. We finish the

section by highlighting the subtle fact that, since the

PV–M formulation is not unique, some PV choices—such

as those found in dry dynamics—may not be balanced

for a moist system with phase changes, whereas others

indeed lead to equivalent formulations for PV-and-M

inversion. In the remaining two sections of the paper

we present in more detail the key properties of the M

variables by considering solutions of the simplified

Boussinesq model and hemispheric-sized simulations

using the Weather Research and Forecasting (WRF)

Model. In section 4, we discuss that the new moisture

M variables hold properties analogous to conserved

quantities such as PV variables. In section 5, we highlight

key properties of the M variables that distinguish them

from thermodynamic variables arising from the moist an-

elastic system.

2. Illustration of balanced and unbalanced
moisture

Is moisture a balanced variable, is it an unbalanced

variable, or does it have both balanced and unbalanced

components? As an initial motivation, we present a

numerical simulation that illustrates that moisture has

both balanced and unbalanced components.

We simulate a moist Boussinesq fluid with two phases

of water—vapor and liquid—in a triply periodic domain.

The fluid is rapidly rotating and strongly stratified so that

the Rossby and Froude numbers are small (both taken

to be 0.1). The model is initialized using a dry turbulent

state first generated without the influence of moisture. A

large-scale random forcing is then imposed, and the

simulation is run to a statistical steady state to provide a

dry turbulent state. Moisture in the initial state is then

included in a simple way; at a new time t5 0 a bubble of

water vapor is added to the turbulent flow at the center

of the domain. The system is then allowed to evolve

according to moist Boussinesq dynamics with phase

changes of water.

To decompose moisture into balanced and unbal-

anced components, we use a new type of PV inversion

principle, which is described in detail in section 3 and

was originally presented in Wetzel et al. (2019). Phase

changes are not necessary to show the balanced and

unbalanced nature of moisture, but we allow them here

for additional realism. The Boussinesq model as given

here provides a particularly simple testbed to showcase

these features without the undo complexity of addi-

tional moisture variables or model parameters. While it

is the anelastic equations that are of most interest for

atmospheric dynamics, we use a Boussinesq system in

this section, with constant buoyancy frequencies, to

focus on the basic concepts with this initial illustra-

tion. For reference we include the Boussinesq equa-

tions in appendix A.

We begin by showing the time evolution of the total

water mixing ratio qt and its balanced and unbalanced

components in Figs. 1 and 2; the ‘‘total’’ water qt is the

sum of the water vapor and liquid water. The model has

been advectively nondimensionalized so that 1 time unit

corresponds to the time scale associated with balanced

motions, whereas a 0.1 time unit is more closely linked to

the unbalanced (or fast) motions.

Figure 1 shows the decomposition of qt into two

components. The decomposition is not obtained from

time averaging but rather through a type of moist PV

inversion that is described in subsequent sections. In

particular, the balanced and unbalanced components

are calculated at each time step from the avail-

able variables at that time step (i.e., they are cal-

culated diagnostically). Nevertheless, while no time

averaging was used in their creation, the two com-

ponents appear to identify distinctly different time

evolutions that describe the slowly and rapidly

evolving parts of qt; and they are therefore accord-

ingly named the balanced and unbalanced compo-

nents, respectively.

Moreover, in Figs. 1 and 2, it is seen that the balanced

component of qt closely tracks the broad features or

large-scale structure of the initial water bubble. Beyond

that, the unbalanced component can also be seen to

contribute additional details, on both the short and

long time scales. Therefore, the moisture is principally

balanced with the unbalanced component adding sig-

nificant small-scale structure to the overall moisture

variable.

3. PV inversion for a class of moist PV definitions

How can PV inversion be carried out for a moist

system? It is known (see, e.g., Cao and Cho 1995;

Schubert et al. 2001), that PV inversion in the tradi-

tional sense cannot be performed if the moist PV

is defined based on equivalent potential temperature,

ue. Here we will show that, in fact, one can do a type

of inversion with many definitions of PV, including

a PV based on ue. Rather than traditional PV inver-

sion, it is actually PV-and-M inversion, accounting

for the additional balanced components M of a moist

system.

Furthermore, while we show that many PV definitions

will suffice, we also show that some common PV defi-

nitions are not balanced. In particular, the PV defined

JUNE 2020 WETZEL ET AL . 1915



using potential temperature u (PVu), and the PV based

on virtual potential temperature uy (PVy) are not bal-

anced. Therefore, an inversion based on either of these

PVs does not extract the balanced component of a moist

system with phase changes.

a. Anelastic equations with warm-rain microphysics

In this section, we describe the moist system that will

be used throughout the paper. It is the anelastic equa-

tions of motion for a moist atmosphere containing

three moist variables: water vapor, cloud water, and

rainwater (e.g., Lipps and Hemler 1982; Grabowski and

Smolarkiewicz 1996; Hernández-Dueñas et al. 2013;

Klein and Majda 2006). The system may be written in

the following form:

Du

Dt
1 f ẑ3 u52=

�
p

~r

�
1 ẑb , (1a)

= � (~ru)5 0, (1b)

Du
e

Dt
1w

d~u
e

dz
5 0, (1c)

Dq
t

Dt
1w

d~q
t

dz
5

1

~r

›

›z
(~rV

T
q
r
), and (1d)

FIG. 1. Evolution of (left) total water qt and its (center) balanced and (right) unbalanced components over a ‘‘short’’ time (top)

t 5 0, (middle) t 5 0.1, and (bottom) t 5 0.2. A slice is shown of each of the 3D variables; e.g., qt(p, y, z) is plotted with x 5 p

held fixed.
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Dq
r

Dt
5

1

~r

›

›z
(~rV

T
q
r
)1A

r
1C

r
2E

r
. (1e)

The variables in the system of equations are as follows: r

is the density; p is the pressure; u is the velocity with

Cartesian components (u, y,w), where u is the zonal (west–

east) speed, y is themeridional (south–north) speed, andw

is the vertical (down–up) speed; qt is the total water mixing

ratio, defined as the sum of all threemoisture components:

q
t
5 q

y
1 q

c
1 q

r
, (2a)

where qy is the water vapor mixing ratio, qc is the cloud

water mixing ratio, and qr is the rainwater mixing ratio;

FIG. 2. Similar to Fig. 1, but the evolution is shown over a ‘‘long’’ time (top) t 5 0, (middle) t 5 2, and

(bottom) t 5 4.
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ue is the equivalent potential temperature, defined in

linearized form2 in terms of the potential temperature

u and water vapor qy as

u
e
5 u1 ~gq

y
, (2b)

where ~g5Ly/(cp ~P) with ~P5 ~T/~u5 (~p/p0)
Rd/cp being the

Exner function for nondimensionalized pressure (p0 is

the reference surface pressure and T is the temperature);

and b is the buoyancy, defined by the linear combination

b5 g

�
u

~u
1 «

0
q
y
2 q

c
2 q

r

�
. (2c)

In addition, the following parameters are used: the accel-

eration due to gravity g, the Coriolis parameter f, the latent

heat of vaporization Ly, the specific heat at constant

pressure for dry air cp, the ratio of water vapor Ry and dry

air Rd gas constants «0 5 (Ry/Rd) 2 1, and the terminal

speed of falling rain drops VT. Here, the operatorD/Dt5
›/›t 1 u � = denotes the three-dimensional material de-

rivative with gradient = 5 (›/›x, ›/›y, ›/›z) and ẑ5=z is

the unit vector in the vertical direction.

The thermodynamic variables r, p, ue and moisture

variables qt, qy, qc, and qr have been decomposed into

anelastic background states, denoted by e( ), and their

respective anomalies. The background states are taken

to be profiles of only the height z such that the density

and pressure are hydrostatically balanced,

~q
c
5 ~q

r
5 0 so that ~q

t
5 ~q

y
and (3a)

d~u
e

dz
5

d~u

dz
1 ~g

d~q
y

dz
. (3b)

The Exner function ~P and the coefficient ~g are thus

functions of z only. The anomalies, in turn, are functions

of the three-dimensional position (x, y, z) and time t. So,

for example, the equivalent potential temperature is

decomposed into an anelastic background ~ue(z) and

perturbation ue(x, y, z, t).

The source terms in (1e) correspond to the auto-

conversion of cloud water into rainwaterAr, the collection

of cloudwater to form rainwaterCr, and the evaporation of

rainwater into water vapor Er. The source terms require

microphysics modeling that is beyond the scope of this

paper, but they may be considered as nonlinear functions

of the threemoisture phases qy, qc, and qr and the height z;

we refer the reader interested in the particulars of these

source terms in the case of the Kessler parameteriza-

tion to, for example, Kessler (1969) andGrabowski and

Smolarkiewicz (1996).

The moisture constituents are constrained so that

cloud water qc is not present in unsaturated regions and

water vapor qy does not exceed its saturation value in

saturated regions (Grabowski and Smolarkiewicz 1996).

Namely, the moisture variables satisfy the constraints

q
y
, q

ys
, q

c
5 0 (unsaturated) and (4a)

q
y
5 q

ys
, q

c
$ 0 (saturated), (4b)

where qys is the saturation water vapor that, for sim-

plicity, is assumed to be a known profile of z. Since no

constraints are applied to the rainwater (aside from qr$

0), we allow the existence of rainwater qr in both un-

saturated and saturated regions. Similarly, using defini-

tion (2a), wemay note that constraints (4a) and (4b)may

be written in the form

q
t
2 q

r
, q

ys
, q

c
5 0 (unsaturated) and (5a)

q
t
2 q

r
$ q

ys
, q

y
5 q

ys
(saturated). (5b)

Therefore, the total water qt and the rainwater qr are

sufficient to determine the location of unsaturated

and saturated regions and allow us to define the in-

dicator functions for unsaturated and saturated re-

gions to be

H
u
5

�
1 for q

t
2 q

r
, q

ys

0 for q
t
2 q

r
$ q

ys

and H
s
5 12H

u
,

(6)

respectively. Indeed, it follows that it is enough to know

qt and qr to determine all moisture phases; both water

vapor qy and cloud water qc may be determined diag-

nostically using

q
y
5min(q

t
2 q

r
, q

ys
) or

q
y
5 (q

t
2 q

r
)H

u
1 q

ys
H

s
and (7a)

q
c
5max(0,q

t
2 q

r
2 q

ys
) or q

c
5 (q

t
2 q

r
2 q

ys
)H

s
.

(7b)

Because of these moisture constraints, it is possible to

write the buoyancy b purely in terms of the dynamic vari-

ables ue, qt, and qr. To accomplish this, it is convenient to

consider the buoyancy in the unsaturated and saturated

regions separately.Namely, thebuoyancymaybewritten as

b5 b
u
H

u
1b

s
H

s
, (8a)

2 Note that the linearized form of ue is used in (2b) for simplicity,

because it allows for explicit analytical expressions in the equations

of PV-and-M inversion in, for example, (8) and (21b). More com-

plex expressions for ue (e.g., Emanuel 1994; Stevens 2005) could

potentially be used but would lead to more complicated formulas.
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where bu and bs are the buoyancy in the unsaturated and

saturated regions, respectively. In each region, we may

use (2a)–(2b) and (5a)–(5b) on buoyancy (2c) to obtain

b
u
5 g

�
u
e

~u
1

�
«
0
1 12

~g
~u

�
(q

t
2 q

r
)2 q

t

�
and (8b)

b
s
5 g

�
u
e

~u
1

�
«
0
1 12

~g
~u

�
q
ys
2 q

t

�
(8c)

as explicit expressions for defining bu and bs in terms of

ue and qt.

b. Leading-order balance conditions

Our goal is to define the balanced and unbalanced

components of the moist system, and therefore the

balance conditions must be defined. In analogy to the

dry case, the quasigeostrophic (QG) setting of small

Rossby and Froude numbers is used, and the leading-

order balance conditions are geostrophic balance,

fu52
›

›y

�
p

~r

�
and f y5

›

›x

�
p

~r

�
, (9a)

and hydrostatic balance,

b5
›

›z

�
p

~r

�
. (9b)

Further details, which are omitted here for the sake of

brevity, are described by Smith and Stechmann (2017) and

Wetzel et al. (2019). One important point to note, however,

is the difference between the dry case and themoist case: in

the moist case, the buoyancy in (9b) will take a different

form in unsaturated and saturated regions, as shown in (8).

Furthermore, the buoyancy at leading order will take

a simplified form. In particular, (2c) becomes b5
(gu/~u)1O(Ro) for small Rossby number Ro since

cp~u(0)/Ly ’ 0:1 is small. Thus, explicit contributions

from the moisture terms qy, qc, and qr vanish and the

buoyancy is directly proportional to the potential tem-

perature at leading order:

b5 g
u

~u
. (10)

This means that, at leading order, (8a)–(8c) relate the

unsaturated buoyancy bu and saturated buoyancy bs
with ue and qt as

b
u
5

g

~u
[u

e
2 ~g(q

t
2q

r
)] and (11a)

b
s
5

g

~u
(u

e
2 ~gq

ys
) . (11b)

In terms of the buoyancy b we have

b5
g

~u
[u

e
2 ~g(q

t
2 q

r
)H

u
2 ~gq

ys
H

s
] (11c)

as a simplified, leading-order version of (8).

c. Definition of classes of PV and M variables

Here, we describe the potential vorticity (PV) and

moisture (M) variables that characterize the balanced

components of the system. Two main points are em-

phasized. First, in the moist case, the PV variable alone

is not sufficient to characterize the balanced part of the

system; additional moisture (M) variables are needed.

Second, many definitions of the PV variable are possi-

ble, and we show how to construct a class of suitable PV

definitions.

To describe the evolution of the balanced part of the

anelastic equations [(1a)–(1e)], the next-to-leading-order

terms are considered, and they take the form

D
H
z

Dt
5

f

~r

›

›z
(~rw)1O(Ro), (12a)

D
H
u
e

Dt
1w

d~u
e

dz
5O(Ro), (12b)

D
H
q
t

Dt
1w

d~q
t

dz
5

1

~r

›

›z
(~rV

T
q
r
)1O(Ro), and (12c)

D
H
q
r

Dt
5

1

~r

›

›z
(~rV

T
q
r
)1A

r
1C

r
2E

r
1O(Ro) (12d)

asRo/ 0, whereDH/Dt5 ›/›t1 uH �=H is the horizontal

material derivative, and z5 (=3 u) � ẑ5 ›y/›x2 ›u/›y is

the vertical component of the relative vorticity.

The PV andM variables can be defined, on the basis of

(12), in many different ways. In principle, we wish to

define variables whose evolution equations lack a w

term by taking linear combinations of (12a)–(12d).

Many different linear combinations are possible, and

each leads to a different set of PV andM variables. Next,

we illustrate two such possibilities.

As a first possibility, one could consider a PV variable

PVe based on equivalent potential temperature, ue. The

three conserved variables PVe,M, andMr could then be

defined as

PV
e
5 z1

f

~r

›

›z

 
~r

d~u
e
/dz

u
e

!
, (13a)

M5 q
t
1 ~G

M
u
e
, and (13b)

M
r
5M2q

r
, (13c)

with evolution equations
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D
H
PV

e

Dt
52

f

d~u
e
/dz

›u
H

›z
� =

H
u
e
, (14a)

D
H
M

Dt
5

1

~r

›

›z
(~rV

T
q
r
), and (14b)

D
H
M

r

Dt
5E

r
2A

r
2C

r
, (14c)

where ~GM 52(d~qt/dz)/(d~ue/dz) is a ratio of background

gradients and is a function of z only. Similar types of M

variables have also been considered for other moist

systems (e.g., Frierson et al. 2004; Stechmann andMajda

2006; Chen and Stechmann 2016).

The variables PVe,M, andMr represent the evolution

of the balanced moist flow or the slow dynamics of the

moist anelastic system. The PV and M variables are

balanced in the sense that they are all zero-frequency

eigenmodes [i.e., if the system (14) is linearized about a

resting base state with uH 5 0, neglecting VT and mi-

crophysical source terms, the three eigenvalues are all

equal to zero]. Indeed, since the evolution equations of

the PV and M variables are formed by eliminating w,

system (14) is decoupled from waves.

In making an association between the vertical veloc-

ity w and waves, a note is needed with regard to the

difference between two distinct settings: the balanced

setting of low-frequency motions and the unbalanced

setting contained in the full atmospheric dynamics.

Either setting can be considered under conditions of low

Froude number and lowRossby number. The difference

between the two settings is in the presence or absence of

waves: waves are not present in the balanced setting,

while waves are present in the unbalanced setting. In the

balanced setting, the dynamics of the system are gov-

erned by the QG equations, as indicated by (9)–(12). In

strict terms, the w that appears in (12) would not be

associated with waves, since the balance conditions in

(9) hold under the assumption that w is weak and waves

are not present, to leading order. Nevertheless, the

terms in (12) do still indicate the association of w and

waves that would be found if one were to analyze the

equations that include not only balanced but also un-

balanced (wave) components. In the unbalanced setting,

one can associatewwith waves and the association is the

same as in (12). For simplicity of exposition, we make

the w-and-wave association here, without going into

details of this unbalanced case.3 This note is also rele-

vant to the broader scope of this paper, in the sense that

the balanced QG setting in (9)–(12) is used to motivate

the ideas of PV-and-M inversion, but the main aim

throughout this paper is to analyze the full atmospheric

dynamics including unbalancedwaves and to separate the

balanced and unbalanced components from each other.

As a second possibility (among many) for defining PV

and M variables, one could define a PV variable PVu

based on the unsaturated buoyancy variable, bu. To do

this, rather than using (12b)–(12c), we may consider the

linear combinations that give rise to the unsaturated and

saturated buoyancies (11a)–(11b) and lead to the evo-

lution equations

D
H
b
u

Dt
1N2

uw5
g~g
~u
(A

r
1C

r
2E

r
) and (15a)

D
H
b
s

Dt
1N2

s w5 0, (15b)

where

N2
u 5

g

~u

d~u

dz
and N2

s 5
g

~u

d~u
e

dz
(15c)

are the unsaturated and saturated buoyancy frequen-

cies, respectively. Buoyancy frequencies N2
u and N2

s are

the simplified forms that arise in the small Rossby limit;

for more general forms, we refer the reader to, for ex-

ample, Emanuel (1994), Smith and Stechmann (2017),

and Durran and Klemp (1982). Then, (15a) and (15b)

may be combined with (12a) and (12d) to obtain the

conserved variables
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u
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f

~r

›
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, (16a)
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with evolution equations
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3 Three of the authors (Smith, Stechmann, and Zhang) have

analyzed the equations in the unbalanced case, and these results

will be presented elsewhere in the near future.
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This set of variables PVu, Mb, and Mq provides another

characterization of the balanced component of the sys-

tem, in addition to the example of PVe, M, and Mr de-

scribed in (13).

Many other definitions of PV and M variables are

possible. In broad terms, any linear combination of the

equivalent potential temperature (12b) and total water

(12c) may be used to eliminate thew term in the relative

vorticity equation given in (12a). This class of linear

combinations defines a class of PV variables. Similarly, a

class ofM variables is defined by the linear combinations

of M in (13b), Mr in (13c), and qys.

d. PV-and-M inversion

We now describe how knowledge of PVe,M, andMr

may be used to recover the balanced streamfunction

c. In the dry case, this process is called PV inversion,

and only the PV variable is needed. In the moist case,

in contrast, the moist M variables are also needed,

and we therefore use the term PV-and-M inversion.

The balanced streamfunction c and the PV–M vari-

ables may then be used to determine the balanced

components of all flow variables; the special case of

recovering the balanced moisture is discussed in

appendix B.

From the balance conditions described in section 3b,

one can see that a streamfunction c can be defined in

terms of the pressure as c5 p/( f~r), and the balance

conditions can be written in terms of c as

u
H
5

�
2
›c

›y
,
›c

›x

�
and (18a)

b5 f
›c

›z
. (18b)

These balance conditions are essentially the same for a

dry or moist system, aside from the important difference

that buoyancy b can change form as a result of phase

changes of water.

To define an elliptic PDE for PV-and-M inversion, the

starting point is the definition of PVe, from (13a), which

we rewrite here again for convenience:

PV
e
5 z1

f

~r

›

›z

 
~r

d~u
e
/dz

u
e

!
. (19)

This PVe definition can then be turned into an elliptic

PDE by writing z and ue in terms of the variables c, M,

Mr, and z. First, the relative vorticity z is directly related

to only the streamfunction via

z5=2
Hc . (20)

Second, the equivalent potential temperature ue may be

written in terms of c, M, Mr, and z by solving for ue in

(11c) and using the buoyancy equations in (11c) and

(18b) and the definitions (13b) and (13c). That is, we

may use (13b) and (13c) on (11c) to obtain

b5
g

~u
[u

e
2 ~g(M

r
2 ~G

M
u
e
)H

u
2 ~gq

ys
H

s
] . (21a)

Next, using the fact that b5 gu/~u as in (10) and solving

for ue we obtain

1
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e
/dz

u
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1
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(u1 ~gM
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)H

u
1

1
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e
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(u1 ~gq
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)H

s
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(21b)

Last, inserting (20) and (21b) into the definition of PVe

in (13a), we arrive at
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, (22)

which is an elliptic PDE for c.

For some intuition on the derivation of (22), note that

the basic principle was simply a transformation between

different thermodynamic variables. Specifically, (21)

was used to write ue in terms of ›c/›z,M,Mr, and z, and

these four variables were chosen because they define the

balanced component of the thermodynamic part of the

system. To see this, note that ›c/›z is the balanced part

of u, and M and Mr are themselves balanced variables,

and z plays the role of pressure for an anelastic system

(e.g., Pauluis 2008) since p’ ~p(z). Hence, ›c/›z, M,

Mr, and z can be viewed as the balanced compo-

nent of u, M, Mr, and p, which are a different set of

four thermodynamic variables, other than the original

four ue, qt, qr, and p that were used to formulate the

anelastic system (1).

The inversion PDE (22) could be considered either to

be linear or nonlinear (as a function of the stream-

function c), depending on assumptions. In a purely

balanced setting, as for the QG equations (Smith and

Stechmann 2017), the inversion PDE (22) is nonlinear in

the streamfunction c. This is because the Heaviside

functions,Hu andHs, depend on the total water qt, which

itself is a function of the streamfunction c (andMr). On

the other hand, in a mixed setting with both balanced

and unbalanced components present, the inversion PDE

(22) could be treated as being linear in the stream-

function c. In this case, the Heaviside functions,Hu and

Hs, are taken to be known functions that are given by the
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available data. In this sense, the given information in-

cludes the PV andM variables, the boundary conditions,

and the phase interface locations (i.e., the Heaviside

functions Hu and Hs). This will be the scenario used in

this paper, since the aim is to analyze data of atmo-

spheric dynamics, including not only balanced but also

unbalanced components.

e. Equivalence of many different PV-and-M
inversions

Many different choices of PV–M variables are suit-

able to recover the balanced flow of the system. That is,

though different versions of PV–M variables may be

constructed, they will all recover the same balanced

streamfunction, so long as they are derived by elimi-

nating w from the system (12).

As an example for illustration, we show the equiva-

lence between two different PV-and-M inversions: the

PV-and-M inversion using PVe in system (13), and the

PV-and-M inversion using PVu in system (16). The in-

version for PVe was derived earlier in (22), and the in-

version for PVu can be derived as follows. The starting

point is the PVu definition in (16a). To turn this PVu

definition into an elliptic PDE for the streamfunction,

we first write bu in terms of b,Mb, andMq by using (16b)

on (8a). This gives the equation

1

N2
u

b
u
5

1

N2
u

bH
u
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1
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s

b2M
b

!
H

s
. (23)

Then, substituting (20), (23), and (18b) into (16a), we

arrive at the inversion principle involving PVu:
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(24)

This defines a second variant of PV-and-M inversion, in

addition to the earlier case involving PVe in (22).

The equivalence of the two PV-and-M inversions (22)

and (24) is due to the fact that they recover the same

streamfunction when identical boundary conditions are

used. To show this, we take the difference between the

inversion (22) for streamfunction ce and the inversion

(24) for streamfunction cu. The result is

A(c
e
2c

u
)5 0, (25a)

where the differential operator A is defined as

A5=2
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1
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H
u

›
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1 ~r
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s

H
s

›

›z

!
; (25b)

see appendix C for details on the derivation of (25).

Equation (25) is a PDE for the difference ce 2 cu of

the streamfunctions. Note that the PDE in (25) is ho-

mogeneous (i.e., the right-hand side is zero), and the

boundary conditions for the difference ce 2 cu are also

homogeneous (i.e., zero). Therefore, the solution to (25)

is ce 2 cu 5 0, so the streamfunctions must equal

each other over that domain: ce 5 cu. Therefore, the

PV-and-M inversions in (22) and (24) recover identical

streamfunctions.

Indeed, any PV and M variables of the class obtained

from linear combinations of (12) to remove the w terms

will lead to PV-and-M inversions that recover the bal-

anced streamfunction. This may be principally under-

stood by the fact that these PV–M variables will have no

background state and, therefore, their evolution is not

directly affected by fast waves.

From another perspective, if one views (9)–(12) as a

quasigeostrophic theory in a purely balanced setting,

then it is clear from the asymptotic derivation that

different choices of the PV and M variables are all as-

sociated with the same flow. This is because the fun-

damental QG equations are given by (12) and any

reshuffling of the equations (to define different PV and

M variables) will describe the same QG dynamics and

the same flow. On the other hand, if we consider the

setting of full atmospheric dynamics, including not only

balanced but also unbalanced components, then some

definitions of PV and M variables may not be suitable

to recover the balanced component of the flow; in this

setting, which is the main setting of this paper, it is

important to understand if a PV variable is balanced or

if, instead, it is influenced by the vertical velocity w

and waves.

f. Some common PVs are not balanced

Interestingly, not all choices of PV will lead to an in-

version principle that recovers the balanced stream-

function. We illustrate this point by considering the PV

defined in terms of virtual potential temperature uy. We

define this PV variable as

PV
y
5 z1

f

~r

›

›z

 
~r

N2
u

b

!
(26)

using b, since, in the limit of small Froude and Rossby

numbers, the virtual potential temperature uy is pro-

portional to the potential temperature u or the buoyancy

b. The variable PVy is a linearized version of the moist

PV used by Schubert et al. (2001) and is a natural PV to

consider in a moist system. An inversion principle di-

rectly follows from inserting z5=2
Hc and b 5 f›c/›z

into (26), which leads to
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This elliptic PDE has a particularly concise form because

it does not depend on any of the moist M variables.

To see that inversion with PVy does not recover the

balanced streamfunction, we compare the solution

cy from PVy inversion (27) and the solution ce from

PV-and-M inversion using PVe in (22). To compare,

we take the difference between the two corresponding

PDEs to obtain
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where uB is the balanced component of the poten-

tial temperature arising from the streamfunction as

uB 5 ( f~u/g) ›ce/›z and the linear operatorL is defined as

L 5=2
H 1

1

~r

›

›z
~r
f 2

N2
u

›

›z
; (28b)

see appendix D for details on the derivation of (28).

Since the PDE in (28) is nonhomogeneous (i.e., the

right-hand side is nonzero), the streamfunction ce ob-

tained from (22) will be different from the solution cy of

(27), even if the two inversions use identical boundary

conditions. Since the right-hand sidemay become nearly

zero in the upper troposphere where the buoyancy fre-

quencies N2
u and N2

s are nearly equal, one would expect

the most pronounced differences to be seen in the lower

and middle troposphere. Also note that the key differ-

ences arising in the right-hand side are due to unbalanced

potential temperature, u 2 uB, in saturated regions,

whereHs5 1. In other words, phase changes of water are

the source of the discrepancy between the PVy-derived

streamfunction cy and the balanced streamfunction ce.

Why does inversionwith PVy not recover the balanced

streamfunction? It is because, for a system with phase

changes, PVy itself is not balanced. To see this, consider

the evolution equation for PVy. We may obtain this

evolution equation by formally differentiating (26) by

the horizontal material derivative DH/Dt, and using the

fact that the buoyancy b is given by (8a) and the evo-

lution equations for bu and bs are (15a) and (15b), re-

spectively. The result is

D
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Notice the term on the right-hand side that involves

wHs; it is active in saturated regions, and it arises from

cloud latent heating. In broad terms, because of this w

term on the right-hand side, PVy is coupled with waves.

Indeed, from a more thorough calculation using a suit-

able nondimensionalization and distinguished asymp-

totic limit, one can see that in an unbalanced setting this

w term is O(Ro21) for small Rossby numbers, which

corresponds to fast wave oscillations, so PVy is not

balanced.

The physical origin of thewHs term in (29) can be seen

more clearly from the evolution equation:

D

Dt

�
1

~r
z
a
� =b

�
5

1

~r
z
a
� = _b (30)

which describes the evolution of a PVy variable without

any assumption of small Froude or small Rossby num-

ber. This evolution equation can be derived from the

curl of momentum in (1a), using the boldface notation

za 5=3 u1 f ẑ for the absolute vorticity vector, and

following a derivation similar to that in Schubert et al.

(2001). The notation _b5Db/dt indicates the sources of

buoyancy, including those related to phase changes and

latent heating. In a setting of small Rossby number, (30)

should reduce to (29), and cloud latent heating gives rise

to the wHs term in (29).

As an illustration of the unbalanced evolution of

PVy, we return the simulations described in section 2.

Figures 3a and 3b show PVe(x, y, z, t) and PVy(x, y, z, t),

respectively, for times t 5 1.0, 1.1, and 1.2; recall that a

0.1 time increment is associated with the fast time scale.

The data are shown along the vertical line with constant

x 5 y 5 p, so the PVy is shown along a line through the

3D domain. Over part of the domain, the three curves

are nearly overlapping, indicating balanced evolution

(i.e., limited evolution over the fast time scale). In the

portion of the domain thatmay be saturated (roughly for

heights 1 # z # 3), however, the PVy values change

substantially from one time to another, indicating un-

balanced evolution at these heights. Such behavior is

consistent with the PVy evolution equation shown in

(29), which also indicates that PVy will be influenced by

fast waves (the w factor) in regions that are saturated

(where theHs factor is nonzero). Similar plots for PVe in

Fig. 3a corroborate the PVe evolution equation in (19):

PVe is not influenced by waves, and it therefore has an

evolution that is balanced (i.e., evolving on the slow time

scale). As a statistical measure of the variability, the

standard deviation of the PVe and PVy fluctuations are

shown in Fig. 3c. The PVy variable has an enhanced

standard deviation compared with PVe, an indication of

the unbalanced evolution of PVy in saturated regions.
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In summary, PV based on uy can be used to recover a

streamfunction, but it is not the balanced streamfunction,

for a system with phase changes. This is because uy and

u are not conserved variables, since they are influenced

by latent heating, and the corresponding PV variables

are therefore not balanced.

4. M variables are PV-like: Conserved tracers

To illustrate two of the ways that the M variables are

similar to PV, we use numerical simulations. First, we

illustrate that the M variables evolve on a slow time

scale. To do so, we return to the idealized simulations of

section 2, and we plot the evolution of M at times t 5 0,

0.1, and 0.2; see Fig. 4. The variableM shows essentially

no changes over this fast time scale, since it is a balanced

or slowly evolving variable, like PV.

Second, to illustrate the fact that M variables are ap-

proximately conserved, we roughly track a parcel in a

simplified simulation of midlatitude flow. The simula-

tion is done using the WRF Model (Skamarock et al.

2008), version 3.7.1. The setup of the simulation is that

used in Wetzel et al. (2019), so we will only briefly de-

scribe it here. The simulation consists of a hemispheric

sized channel on ab plane. The dimensions of the channel

are 12000km in the east–west direction, 8000km in the

south–north direction, and 16km in the down–up direc-

tion with a horizontal resolution of 25km and a vertical

resolution of approximately 250m. For boundary condi-

tions, we choose periodicity in the x (east–west) direction

and specified, or rigid, in the south and north boundaries

such that a temperature and moisture gradient exists

from south to north. The Kessler (1969) microphysics

scheme is used, which contains warm moisture con-

stituents of rainwater, cloud water, and water vapor.

We use no shortwave or longwave radiation, no surface

or boundary layer physics, and no cumulus parame-

terization schemes.

In Fig. 5, we show snapshots of the quantitiesMr, PVe,

and moisture qt over a timespan of 1 day in the channel

simulation. In particular, we show day 91 and day 92

after the start of the simulation, where equilibration of

the turbulent flow is achieved at roughly 30 days after

the start of the simulation.We immediately note that the

PV and M variables PVe and Mr share broad bulk fea-

tures. Namely, both variables contain roughly uniform

regions, where PVe takes a value of roughly 2–4 s21

uniformly over a large northern region and a value

from22 to24 s21 uniformly over a large southern region;

also, Mr takes a value from roughly 225 to 235gkg21

uniformly over a large northern region and from 35 to

45gkg21 uniformly over a large southern region. The two

uniform regions are separated by a transition zone or sharp

FIG. 3. Illustration of the unbalanced evolution of PVy, the PV

variable that is based on virtual potential temperature uy, and the

balanced evolution of PVe, the PV variable that is based on

equivalent potential temperature ue: (a) Three snapshots of PVe(p,

p, z, t), which has been evaluated at x 5 y 5 p and is shown for

three times t5 1.0, 1.1, and 1.2. (b) As in (a), but for PVy. The gray

rectangle indicates the region of themoisture bubble and hence the

locations that are most likely to be saturated (Hs5 1). (c) Standard

deviation of PVe (dashed) and PVy (solid), where the standard

deviation is defined at each spatial location based on the time series

of 80 data points between times t 5 1.0 and 1.2.
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gradient aligned with the zonal jet in the balanced flow.

Moreover, each variable appears to mostly advect its

features about the flow; note, in particular, theMr eddies

that are advected on the north side of the jet, for ex-

ample, at (x, y) ’ (4500km, 7000km) on day 91.

The qt variable, on the other hand, while it shares in

the presence of a transition region, contains large con-

centrations of moisture that do not appear to be simply

advected by the flow, but are rather combined and dis-

seminated. To test this fact more carefully, we approx-

imately track the variables Mr, PVe, and qt on a parcel

denoted by a red circle in Fig. 5. The parcel is taken

from a starting location at 91 days and then allowed to

freely advect using the balanced flow at days 91 and 91.5

until day 92. At each snapshot, we average the variable

values over a square box of dimensions 50 km 3 50km

centered at the parcel location shown. The results of

following this parcel, which have been normalized by the

largest value that the box takes over the timespan, are

shown in Fig. 6. We note that over this one day, the

conserved variables of PVe,Mr change about 15% from

their maximum value, while the qt variable undergoes a

drop off of over 40% as we follow this parcel. This in-

dicates that the variables PVe and Mr remain approxi-

mately constant over the evolution of the parcel than the

variable qt, even in a region with significant moisture.

This reaffirms our understanding that the PV and M

variables act as conserved quantities of the flow (at least

approximately, given the influence of microphysical

source terms, etc.).

5. Distinguishing characteristics of M variables

The M variables have a number of defining charac-

teristics that differentiate them from other thermody-

namic variables.

First, by construction, the M variables have no back-

ground states. That is, they are merely defined as arising

from anomalies—see, for example, (13b) and (13c)—and

therefore have no obvious reference state. Indeed, the

fact that theM variables do not have a background state

can be immediately surmised from the lack of a w term,

multiplied by the gradient of the respective background

state, in their evolution equations; see, for example, (14b)

and (14c) and compare thesewith the evolution equations

for other thermodynamics variables (12b) and (12c).

Second, because the lack of w terms in their evolution

equations, the M variables are not coupled to (inertio-

gravity) waves. Therefore, theM variables are balanced

variables.

Third, the M variables may resemble the variables

qt, qt 2 qr, or ue at certain altitudes depending on the

relative weakness of the background state gradients

FIG. 4. Similar to Fig. 1, but for the balanced and slowly evolving

variable M.
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associated with the thermodynamic variables. For ex-

ample, the M variable Mr, defined in (13c), weights the

two variables qt 2 qr and ue using the background gra-

dient ratio ~GM 52(d~qt/dz)/(d~ue/dz). In the atmosphere,

we expect the moisture variable qt to have a small

background gradient state d~qt/dz at high altitudes and a

large background gradient at low altitudes because of

the large concentration of moisture near the surface

and scarcity of moisture from mid- to high altitudes.

Similarly, the equivalent potential temperature ue is

expected to have a smaller background gradient state

d~ue/dz at lower altitudes in midlatitudes. Therefore,

Mr ’ ~GMue at low altitudes and Mr ’ qt 2 qr at higher

altitudes for a common atmospheric setup. Indeed, we

observe just such a situation in our midlatitude channel

simulation; see Fig. 7. Note that Fig. 7 shows that Mr

resembles ~GMue at the 2-km height, where ~GM ’
1.1 g kg21K21 at this height, while Mr resembles qt 2 qr
at the 8-km height, with ~GM ’ 5 3 1023 g kg21K21 at

this height.

Fourth, the M variables are associated with an addi-

tional component of the total energy (Marsico et al. 2019).

FIG. 5. Snapshots of M variable Mr, PV variable PVe, and moisture variable qt with balanced streamfunction overlay at 4-km height

between 91 and 92 days; solid lines denote positive streamfunction; dashed lines denote negative streamfunction. The advected parcel is

represented by the red circle.
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Beyond the buoyant potential energy, a moist latent

energy is also present, and it could be written in the form

HuM
2. In the Boussinesq case, it corresponds to our

presentation ofM5 qt 1 ~GMue. In the anelastic case, on

the other hand, the energetics suggest a definition of an

M variable as

M
energy

5

(ðzlcl
zlnb,u

[btot
u 2 ~b

u
(z0)] dz0

2

ðzlcl
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)1/2

, (31)

where the integral is a type of ‘‘partial integration’’

where btot
u and btot

s are held fixed [Menergy was called

Manelastic by Marsico et al. (2019)]. Here the background

states are defined as

~b
u
(z)5

ðz
0

N2
u(z

0) dz0 and (32a)

~b
s
(z)5

ðz
0

N2
s (z

0) dz0 , (32b)

and the ‘‘total’’ variables are defined as

btot
u 5 ~b

u
(z)1 b

u
and (33a)

btot
s 5 ~b

s
(z)1 b

s
. (33b)

The bounds of integration in (31) include zlnb,u and

zlnb,s, which correspond to levels of neutral buoyancy

(lnb), with respect to Nu and Ns, respectively, and are

defined as the solutions to

~b
u
(z

lnb,u
)5 btot

u and ~b
s
(z

lnb,u
)5 btot

s , (34)

with btot
u and btot

s taken to be fixed values. The other

bound of integration, zlcl, is similar to a lifted conden-

sation level (lcl) as it is defined as the solution of

btot
u 2 btot

s 5 ~b
u
(z

lcl
)2 ~b

s
(z

lcl
) , (35)

with btot
u and btot

s again taken to be fixed values.

Our final comments onM variables will be with regard

to the energetically motivated definition of Menergy in

(31). TheMenergy variable in (31) is a material invariant,

not only in the limit of small Froude andRossby numbers

like Mr, but also in general for any Froude and Rossby

numbers. Hence, Menergy is like Ertel PV. It obeys

D

Dt
M

energy
5 0, (36)

where the full material derivative D/Dt is used, in con-

trast to the horizontal material derivative that comes in

the small Froude and Rossby case for Mr advection in

(14c).4 To see this material invariant property ofMenergy,

note from (31)–(35) thatMenergy is a function of btot
u and

btot
s alone (since zlcl, zlnb,u, and zlnbs are themselves also

functions of btot
u and btot

s alone), and btot
u and btot

s are

themselves material invariants, from (15), or from the

more complete description (not shown) based on (8), in

the case that warm-rain microphysical source terms are

neglected.

Last, we consider a possible answer to the question:

What is M?What is a physically intuitive viewpoint ofM

(beyond earlier descriptions of M as, e.g., the thermo-

dynamic quantity that is a material invariant and that

has zero vertical background gradient)? The energy-

based Menergy in (31) offers some possible intuition:

Menergy is like convective available potential energy

(CAPE; Moncrieff and Miller 1976; Emanuel 1994;

Hernández-Dueñas et al. 2019). In particular, it is de-

fined as a vertical integral of buoyancy, from a parcel’s

lifted condensation level to its level of neutral buoyancy

(albeit with some added complexity here with two

buoyancies, btot
u and btot

s , two lcls, etc.). In this paper, we

instead used Mr as a typical M variable because it

offers a simpler definition mathematically as a linear

combination of qt and ue, and simpler formulas and der-

ivations of PV-and-M inversion, and so on. Nevertheless,

it would be interesting in the future to explore the

quantity Menergy for its potentially valuable physical in-

terpretation as a CAPE-like quantity.

6. Discussion and conclusions

In this paper, we investigated the decomposition of

midlatitude moist flows into balanced and unbalanced

FIG. 6. Percentage change of variables Mr, PVe, and qt while

following a parcel advected by the balanced flow. The location of

the parcel is shown by a red dot in Fig. 5.

4 Note that these statements about material invariants are ne-

glecting warm-rain microphysical source terms although not ne-

glecting phase changes between water vapor and cloud water.
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components. This decomposition was accomplished

using a recently introduced inversion principle, called

PV-and-M inversion, to diagnostically recover the moist

balanced flow of the system (Smith and Stechmann

2017; Wetzel et al. 2019). PV-and-M inversion is a moist

generalization of dry-air inversion principles. In an ab-

solutely dry atmosphere, only a single variable, PV, is

sufficient to recover the balanced flow. In moist flows,

however, additional balanced modes not present in ab-

solutely dry dynamics become dynamically significant

and need to be retained to successfully describe the

evolution of the balanced flow. Namely, the addition of

moisture leads to significant additional balanced modes.

The balanced flow of a moist system is then no longer

one-dimensional but multidimensional (i.e., it contains

both PV and M modes).

Several subtle points of moist PV inversion have been

pointed out in previous studies, and here we discussed

some of these points from the perspective of PV-and-M

inversion. For instance, it has been pointed out that

FIG. 7. Snapshots of Mr, ue, and qt 2 qr at 2- and 8-km height on 100 days.
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traditional PV inversion cannot be carried out using the

potential vorticity PVe that is based on ue (unless satu-

rated conditions are assumed; see, e.g., Cao and Cho

1995; Schubert et al. 2001). Here, we described how this

issue can be remedied by the inclusion of the moist

balanced modes to the inversion principle (i.e., by using

PV-and-M inversion). Namely, inversion principles us-

ing PVemay be constructed once the moistMmodes are

included, and PV-and-M inversion may then be used to

recover all relevant balanced variables. Indeed, we find

that PV-and-M inversion may be equivalently carried

out using different families of PV variables. As a second

subtle point, we showed that it is possible for a PV

variable to have a traditional PV inversion principle,

even though the PV variable is not balanced; in this case,

the PV inversion can be carried out, but it does not re-

cover the balanced flow. For example, due to phase

changes, the PVy variable—derived using the virtual

potential temperature—is coupled with waves and there-

fore is not balanced. This makes an inversion principle

using PVy unsuitable to recover the balanced component

of the flow.

Another purpose of this paper was to explore the

properties of the M modes. The M modes themselves

qualitatively behave as traditional PV variables in that

they are material invariants or, equivalently, they are

tracers advected by the flow. As they are uncoupled

from waves, the M modes have a zero vertical back-

ground gradient. Indeed, we find that the M variables

closely track thermodynamic variables at different alti-

tudes depending on the background gradient. For ex-

ample, in the case of Mr, we find that Mr ’ ~GMue at a

2 km height, while Mr ’ qt 2 qr at 8 km where the

background gradient of moisture is negligible. Namely,

the M mode Mr closely resembles the equivalent tem-

perature at low altitudes, where ~GMue is approximately a

conserved variable, and resembles the total moisture at

higher altitudes, where the moisture is approximately a

conserved variable.5 Last, a conceptually useful physical

interpretation of the M modes is that they are related to

convective available potential energy; an additional com-

ponent of total energy arising from the presence of mois-

ture. A deeper exploration of the connection between M

modes with energy is, however, left to a future paper.
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APPENDIX A

Boussinesq Equations

The system of equations used in the numerical simula-

tion discussed in section 2 are as follows. The Boussinesq

equations with Coriolis terms for a moist atmosphere with

two moisture constituents are

Du

Dt
1 f ẑ3 u52=

�
p

r
0

�
1 ẑb , (A1)

= � u5 0, (A2)

Du
e

Dt
1w

d~u
e

dz
5 0, and (A3)

Dq
t

Dt
1w

d~q
t

dz
5 0 (A4)

where r0 is a constant reference density.All other variables

names are the same as those used in the anelastic system of

section 3. The Boussinesq equations constitute a special

case of the anelastic equations of section 3 under the as-

sumption of constant reference density. It is also assumed

here that water is in the form of two types—water vapor

and cloud water—without rainwater and associated mi-

crophysical processes. Such a nonprecipitating setup is a

simple case that still includes moisture and phase changes.

APPENDIX B

Balanced Component of Moisture

The balanced component of total water qt is directly

determined by the balanced variables c, PVe,M, and/or

5 In all cases we use warm-rain (Kessler) microphysics, as a

simple version of microphysics, but other more comprehensive

microphysics could also be used so as to account for more realistic

hydrometeors.
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Mr. A formula for the balanced moisture qB
t can be found

as follows; the superscript B will denote balanced compo-

nents. Equation (13b) can be understood in terms of only

balanced components to solve for qB
t . Namely, using the

balanced M and uBe variables, the balanced qt is given by

qB
t 5M2 ~G

M
uBe . (B1)

Therefore, it remains to deduce how the balanced ue
depends on the balanced PV–M variables. To do this, we

may readily use (21b). That is,

uBe 5
N2

s

N2
u

(uB 1 ~gM
r
)H

u
1 (uB 1 ~gq

ys
)H

s
(B2)

in terms of the balanced temperature uB and balanced

Mr. We note that the balanced temperature uB may be

determined using the streamfunction using (10) and

(18b) to obtain guB/~u5 f›c/›z. Then, the balanced

moisture is

qB
t 5M2 ~G

M

"
N2

s

N2
u

(uB 1 ~gM
r
)H

u
1 (uB 1 ~gq

ys
)H

s

#
,

(B3)

in terms of balanced u, M, and Mr. All other variables

in the equation, except for the known indicator func-

tions Hu and Hs, depend only on the vertical height z

and are therefore prescribed from the background

state of the system.

APPENDIX C

Difference between PVe and PVu Inversions

The difference between the inversion principle (22) for

PVe and (24) for PVu, assuming that the unsaturated and

saturated regions are the same from each inversion, gives

A(c
e
2c

u
)5PV

e
2PV

u
2

1

~r

›

›z

 
~r
f 2

N2
u

g~g

f~u
M

r
H

u

1 ~r
f 2

N2
s

g~g

f~u
q
ys
H

s
1 ~rfM

b
H

s

!
(C1)

where the operator A is defined by (25b). The right-

hand side, however, may seen to be identically zero.

From definition (13a) for PVe and (16a) for PVu we find

PV
e
2PV

u
5

f

~r

›

›z

 
~r

d~u
e
/dz

u
e

!
2

f

~r

›

›z

 
~r

N2
u

b
u

!
. (C2)

Now, note that (16b) and (10) may be used in each phase

to deduce the formula

b
u

N2
u

5
1

N2
u

g
u

~u
H

u
2

 
M

b
2

1

N2
s

g
u

~u

!
H

s
. (C3)

Combining this with (21b) makes the right-hand side of

(C2) become

1

d~u
e
/dz

u
e
2

1

N2
u

b
u

5
1

d~u/dz
(u1 ~gM

r
)H

u
1

1

d~u
e
/dz

(u1 ~gq
ys
)H

s

2
1

N2
u

g
u

~u
H

u
1

 
M

b
2

1

N2
s

g
u

~u

!
H

s
. (C4)

Using the definition of the background frequency (15c)

and the fact that the same u is used in each inversion, we

are able to simply show that the right-hand side of (C1)

is identically zero.

APPENDIX D

Difference between PVe and PVy Inversions

The difference between the inversion principle (22)

for PVe and (27) for PVy gives

L (c
e
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y
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M
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s

q
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H
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!#
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(D1)

where L is defined in (28b). Now, using the definitions

of PVe in (19) and PVy in (26), along with (10), we obtain
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We may then use the definitions (2b) and (13b) to sim-

plify this expression to

L (c
e
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y
)1

1

~r

›

›z

"
~r

 
f 2

N2
s

2
f 2

N2
u

!
H

s

›c
e

›z

#

5
f

~r

›

›z

" 
~r

N2
s

2
~r

N2
u

!
gu

~u
H

s

#
. (D3)
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Last, defining the variable ›ce/›z as the balanced tem-

perature, g(uB/~u)5 f (›ce/›z), gives the desired result (28).
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