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We prove a local normal form theorem of the Gaifman type for the infinitary logic $L_{\infty \omega}(Q_u)^\omega$ whose formulas involve arbitrary unary quantifiers but finite quantifier rank. We use a local Ehrenfeucht-Fra"issé type game similar to the one in [KL04]. A consequence is that every sentence of $L_{\infty \omega}(Q_u)^\omega$ of quantifier rank $n$ is equivalent to an infinite Boolean combination of sentences of the form $(\exists y)^{n^2} \psi(y)$ where $\psi(y)$ has counting quantifiers restricted to the $(2^n - 1)$-neighborhood of $y$.

1 Introduction

Two theorems of Hanf and Gaifman show that first order logic has the following locality properties:

(A) (Hanf’s locality theorem [Han65]) For every sentence $\phi$ there is an $r \in \mathbb{N}$ such that two models $A, B$ agree on $\phi$ whenever there is a bijection $f$ from $A$ to $B$ such that the $r$-neighborhood of each element of $A$ is isomorphic to the $r$-neighborhood of its image.

(B) (Gaifman’s normal form theorem [Ga82]) For each sentence $\phi$ there is an $r \in \mathbb{N}$ such that $\phi$ is equivalent to a Boolean combination of sentences of the form

$$(\exists x_1 \ldots \exists x_k) [ \bigwedge_{i<j} \delta(x_i, x_j) > 2r \land \bigwedge_i \psi(x_i)]$$

where $\delta(x_i, x_j)$ is the natural distance and the quantifiers in $\psi(x)$ are restricted to the $r$-neighborhood of $x$.

For finite models, Property (A) has more recently been proved for more powerful logics. [Nur96] showed that (A) holds for the logic $L_{\infty \omega}(Q_u)^\omega$ whose formulas have infinite conjunctions and disjunctions, arbitrary unary quantifiers, and finite quantifier rank. [Imm99] and [Lib00] showed that for both first order logic and $L_{\infty \omega}(Q_u)^\omega$, one can take $r = 2^{n^2} - 1$ where $n$ is the quantifier rank of $\phi$.

In this paper we will show that for finite models, a property like (B) also holds for the language $L_{\infty \omega}(Q_u)^\omega$.

We proved in [KL04] that in Property (B) for first order logic one can take $r = 4^{n^2} - 1$, where $n$ is the quantifier rank of $\phi$ (this improved an earlier result in [LS96]).
Here we will prove a similar normal form theorem for $\mathcal{L}_{\infty}(\mathbb{Q}_a)\omega$, but with the best possible bound $r = 2^{n-1} - 1$. Let $\mathcal{L}_{\infty}(\mathcal{C})\omega$ be the sublanguage of $\mathcal{L}_{\infty}(\mathbb{Q}_a)\omega$ with only the counting quantifiers $\exists^{2^i}x$, $i \in \mathbb{N}$. We prove the following.

(C) Each sentence $\phi$ of $\mathcal{L}_{\infty}(\mathbb{Q}_a)\omega$ of quantifier rank $n > 0$ is equivalent to a finite or infinite Boolean combination of sentences of $\mathcal{L}_{\infty}(\mathcal{C})\omega$ of the form $(\exists^{2^i}x)\psi(x)$, where the quantifiers in $\psi(x)$ are restricted to the $(2n - 1)-$neighborhood of $x$.

To see the similarity with Gaifman’s normal form, note that the sentence $(\exists^{2^i}x)\psi(x)$ in expanded form is

$$(\exists x_1 \ldots \exists x_t)\{\bigwedge_{j<k} x_j \neq x_k \land \bigwedge_j \psi(x_j)\}.$$ 

The normal form (C) is very tractable. For instance, (C) immediately implies the theorem in [Im99] and [Lib00] that (A) holds for $\mathcal{L}_{\infty}(\mathbb{Q}_a)\omega$ with the same bound $r = 2^{n-1} - 1$. This corresponds to the result in [HLN99] that strong Gaifman locality implies Hanf locality. The argument there shows that if a logic has Property (B) with a bound on $k$, then it has Property (A), but with a different value for $r$.

The sentences in (C) almost preserve quantifier rank. In particular, in the case that all the relation symbols are at most binary, the normal form sentences $(\exists^{2^i}x)\psi(x)$ can be taken to have quantifier rank at most the quantifier rank $n$ of the original sentence $\phi$.

The bijective Ehrenfeucht-Fraïssé game was introduced in [Hel89] and has been a useful tool in studying the logic $\mathcal{L}_{\infty}(\mathbb{Q}_a)\omega$ (see also [Hel96]). This game will also play an important role in this paper. As in [Lib00], we will get local conditions which imply that Duplicator has a winning strategy in the bijective Ehrenfeucht-Fraïssé game, and hence that the two models are equivalent with respect to $\mathcal{L}_{\infty}(\mathbb{Q}_a)^n$. However, in order to get a normal form theorem, we need local conditions that are themselves expressible in $\mathcal{L}_{\infty}(\mathbb{Q}_a)^\omega$ (and even in $\mathcal{L}_{\infty}(\mathcal{C})\omega$).

To do this we introduce a local bijective Ehrenfeucht-Fraïssé game in Section 3 which is similar to the shrinking game used in [KL04], and prove that if Duplicator has a winning strategy in the local bijective game then she has one in the ordinary bijective game. Then, in Section 4, we introduce the notion of a localization of a formula of $\mathcal{L}_{\infty}(\mathcal{C})\omega$ which corresponds in a natural way to the local bijective game. These localized formulas provide the building blocks for the main normal form theorem, which is proved in Section 4. In Section 5 we give an alternative normal form theorem which is even more local in the sense that the quantifiers are restricted to even smaller sets. Finally, in Section 6 we use the normal form theorem to get the result (C) stated above and apply it to the notions of Hanf and Gaifman locality from [HLN99].

2 Basic Definitions

Our main objective is to study finite models, but all of our arguments will also work for a larger class of models. For this reason, we give the reader two options.

Option 1: This is the simpler and more natural option. In this option, all models are understood to be finite, and two formulas are said to be equivalent if they agree on all finite models.

Option 2: This option gives the strongest results. A model $\mathcal{A}$ is countable if its universe is finite or countably infinite. $\mathcal{A}$ is locally finite if each element $a \in \mathcal{A}$ has finite degree, that is, the set of $c \in \mathcal{A}$ such that $a$ and $c$ occur together in some atomic formula true in $\mathcal{A}$ is finite. In this option, all models are understood to be countable and locally finite, and two formulas are said to be equivalent if they agree on all countable locally finite models.

We fix a finite relational vocabulary $\nu$. Our languages have equality as well as the relation symbols in $\nu$. $\mathcal{A}, \mathcal{B}$ will always denote models of type $\nu$. $\mathbf{x}$ will stand for a tuple $(x_1, \ldots, x_n)$ of variables, and $\mathbf{a}, \mathbf{b}$ will stand for tuples in $\mathcal{A}, \mathcal{B}$, respectively of the same length $|\mathbf{a}| = |\mathbf{b}| = |\mathbf{x}|$. Abusing notation, we also use $\mathcal{A}$ to denote the universe of the model. $\mathcal{A} \equiv \mathcal{B}$ means that the models $\mathcal{A}$ and $\mathcal{B}$ are isomorphic. As usual, an occurrence of a variable $x$ in a formula is bound if it is in the scope of a quantifier on $x$, and free otherwise. When we use the notation $\phi(\mathbf{x})$, it is understood that $\mathbf{x}$ is a list of all the variables which occur free in $\phi$. A sentence is a formula with no free variables.
If $\mathcal{F}$ is a set of formulas, we write $\mathcal{A} \equiv \mathcal{B} (\mathcal{F})$ if $\mathcal{A}$ and $\mathcal{B}$ agree on all sentences in $\mathcal{F}$, and we write $(\mathcal{A}, a) \equiv (\mathcal{B}, b) (\mathcal{F})$ if $(\mathcal{A}, a)$ and $(\mathcal{B}, b)$ agree on all formulas in $\mathcal{F}$ with at most $x$ free.

The infinitary logic $L_{\infty\omega}$ is the set of all formulas that can be built (like the first order formulas) from the atomic formulas using negation, universal and existential quantification, but we also allow infinite conjunctions and disjunctions. The universal and existential quantifiers are merely special cases of more general unary quantifiers $Q_C$, where $C$ is a class of models in the vocabulary consisting of a finite number $k$ of unary relation symbols and $C$ is closed under isomorphism. The quantifier $Q_C$ binds the variables $y_1, \ldots, y_k$ in the compound formula

$$(Q_C y_1, \ldots, y_k)(\psi_1(y_1, x_1), \ldots, \psi_k(y_k, x_k))$$

and is interpreted as saying that the universe of the model together with the subsets defined by each $\psi_i(y_i, x_i)$ (where elements of $x_i$ are treated as parameters) is in the class $C$.

The logic $L_{\infty\omega}(Q_u)$ is the extension of $L_{\infty\omega}$ where we allow the application of arbitrary unary quantifiers. Both of the logics $L_{\infty\omega}$ and $L_{\infty\omega}(Q_u)$ are too powerful to be of any interest in finite model theory. So we consider some weaker fragments of $L_{\infty\omega}(Q_u)$ obtained by restricting the quantifier rank of a formula.

A formula with no quantifiers is said to have quantifier rank 0. A formula is said to have quantifier rank at most $n + 1$ if it is a Boolean combination of formulas of quantifier rank 0 and formulas of the form $(Q_C y_1, \ldots, y_k)(\psi_1(y_1, x_1), \ldots, \psi_k(y_k, x_k))$ where each $\psi_i$ has quantifier rank at most $n$. The logic $L_{\infty\omega}(Q_u)^n$ is the fragment of $L_{\infty\omega}(Q_u)$ where the quantifier rank of formulas is at most $n$. $L_{\infty\omega}(Q_u)^\omega$ is just the union of all $L_{\infty\omega}(Q_u)^n$ for finite $n$.

An example of a unary quantifier is the counting quantifier $(\exists^\geq i x) \phi(x)$ where $i \in \mathbb{N}$, which states the existence of at least $i$ elements with the property $\phi$. The logic $L_{\infty\omega}(C)^n$ is the fragment of $L_{\infty\omega}(Q_u)^n$ where only counting quantifiers are used. $L_{\infty\omega}(C)$ allows the usual existential and universal quantifiers, since $(\exists x) \phi = (\exists^\geq 1 x) \phi$ and $(\forall x) \phi = (\exists x) \phi$. The union of $L_{\infty\omega}(C)^n$ for all finite $n$ is the logic $L_{\infty\omega}(C)^\omega$.

The logic $L_{\infty\omega}(Q_u)^n$ is characterized by the so called bijection Ehrenfeucht-Fra"{i}ssé game, introduced in [Hel89]. The bijective game is played on two models by two players, Spoiler and Duplicator. Roughly speaking, Spoiler tries to prove that the two models look different, while Duplicator tries to prove that they look alike. By a game position we will mean a triple $((\mathcal{A}, a), (\mathcal{B}, b), n)$ where $|a| = |b|$, and $n$ is a natural number which represents the number of rounds yet to be played. The bijective game is defined by recursion on $n$ as follows.

When $n > 0$, the bijective game proceeds from the position $((\mathcal{A}, a), (\mathcal{B}, b), n)$ according to the rules:

1. Duplicator chooses a bijection $f : \mathcal{A} \rightarrow \mathcal{B}$. (If $|\mathcal{A}| \neq |\mathcal{B}|$, then Spoiler wins.)
2. Spoiler chooses an element $c$ in $\mathcal{A}$.
3. The game continues from the new position $((\mathcal{A}, ac), (\mathcal{B}, bf(c)), n - 1)$.

When $n = 0$ the game ends. $((\mathcal{A}, a), (\mathcal{B}, b), 0)$ is a winning position for Duplicator iff $(\mathcal{A}, a)$ and $(\mathcal{B}, b)$ satisfy the same atomic formulas. (In other words, $a, b$ are either empty or generate submodels of $\mathcal{A}, \mathcal{B}$ which are isomorphic with an isomorphism mapping $a$ to $b$.)

We write $(\mathcal{A}, a) \equiv_n (\mathcal{B}, b)$ if Duplicator has a winning strategy in the bijective Ehrenfeucht-Fra"{i}ssé game starting from the position $((\mathcal{A}, a), (\mathcal{B}, b), n)$.

The importance of the bijective Ehrenfeucht-Fra"{i}ssé game stems from the following result, which is proved in [Hel89, Hel96].

**Proposition 2.1** The following are equivalent.

$$(\mathcal{A}, a) \equiv_n (\mathcal{B}, b),$$

$$(\mathcal{A}, a) \equiv (\mathcal{B}, b) (L_{\infty\omega}(C)^n),$$

$$(\mathcal{A}, a) \equiv (\mathcal{B}, b) (L_{\infty\omega}(Q_u)^n).$$
We say that a formula $\phi$ is **Boolean over** a set of formulas $\mathcal{F}$ if $\phi$ is equivalent to a (possibly infinite) Boolean combination of formulas from $\mathcal{F}$.

**Corollary 2.2** Let $\mathcal{F}$ be a set of formulas. Then every formula $\phi(x)$ in $\mathcal{L}_{\omega}(Q_n)$ is Boolean over $\mathcal{F}$ if and only if

$$(A,a) \equiv (B,b) (\mathcal{F}) \text{ implies } (A,a) \equiv_n (B,b).$$

Inspired by Corollary 2.2 we will search for sufficient local conditions for Duplicator to win the bijective Ehrenfeucht-Fraïssé game. If moreover these conditions are expressible in $\mathcal{L}_{\omega}(Q_n)$, we get a local normal form for $\mathcal{L}_{\omega}(Q_n)^{\omega}$. Our main tool for doing this will be the local bijective game introduced in the next section.

### 3 The Local Bijective Game

Before defining this game we need some notation concerning neighborhoods and distances in relational models.

The **Gaifman graph** over a model $\mathcal{A}$ is the graph over the universe of $\mathcal{A}$ whose edges are the pairs $(c,d)$ of distinct elements of $\mathcal{A}$ such that both $c$ and $d$ occur in an atomic sentence which holds in $(\mathcal{A},a)$ for some $a$. The Gaifman graph over $\mathcal{A}$ is undirected and has no loops.

If $c,d \in \mathcal{A}$ we let $\delta(c,d)$ be the natural distance between $c$ and $d$ in the Gaifman graph over $\mathcal{A}$, i.e. the length of the shortest path connecting $c$ and $d$. If there is no such path, then $\delta(c,d) = \infty$. For tuples $a,a'$ in $\mathcal{A}$ we also define $\delta(a,a')$ to be the minimum distance between elements of $a$ and elements of $a'$.

If $a$ has length $k > 0$ and $r \in \mathbb{N}$, the $r$-neighborhood $N^r_A(a)$ around $a$ is the submodel of $\mathcal{A}$ generated by the elements within distance $\leq r$ from one of $a_1,\ldots,a_k$, with all of $a_1,\ldots,a_k$ as distinguished constants. When $k = 0$, i.e. $a$ is the empty sequence, we define $N^r_A(a)$ to be the whole model $\mathcal{A}$.

Since $\mathcal{A}$ is assumed to be finite or locally finite, every neighborhood $N^r_A(a)$ around a nonempty tuple $a$ is finite.

The **local bijective game** is defined as follows.

From the position $((\mathcal{A},a),(\mathcal{B},b),n)$, where $n > 0$, the game proceeds with the following rules:

1. Duplicator chooses a bijection $f : N^{2n-1}_{\mathcal{A}}(a) \rightarrow N^{2n-1}_{\mathcal{B}}(b)$.
2. Spoiler chooses an element $c$ in $N^{2n-1}_{\mathcal{A}}(a)$.
3. The game continues from the new position $((\mathcal{A},ac),(\mathcal{B},bf(c)),n-1)$.

When $n = 0$ the game ends as usual, with Duplicator winning if the models agree on all atomic formulas.

We write $(\mathcal{A},a) \equiv^L_n (\mathcal{B},b)$ if Duplicator has a winning strategy in the local bijective game starting from the position $((\mathcal{A},a),(\mathcal{B},b),n)$.

By a **winning move** at $((\mathcal{A},a),(\mathcal{B},b),n)$ we mean a bijection $f : N^{2n-1}_{\mathcal{A}}(a) \rightarrow N^{2n-1}_{\mathcal{B}}(b)$ such that $(\mathcal{A},ac) \equiv^L_n (\mathcal{B},bf(c))$ for all $c \in \mathcal{A}$. Thus when $n > 0$, $(\mathcal{A},a) \equiv^L_n (\mathcal{B},b)$ if and only if there is a winning move at $((\mathcal{A},a),(\mathcal{B},b),n)$.

If $(\mathcal{A},ac) \equiv^L_n (\mathcal{B},bd)$, we will say that the elements $c$ and $d$ have the same $n$-**local bijective type relative to $a,b$**. If, moreover, $a$ and $b$ are empty, then we say that $c$ and $d$ have the same $n$-local simple bijective type.

**Lemma 3.1** Let $a,a'$ be tuples in $\mathcal{A}$ and $b,b'$ be tuples in $\mathcal{B}$ with $|a| = |b| > 0$ and $|a'| = |b'| > 0$. Suppose $(\mathcal{A},a) \equiv^L_n (\mathcal{B},b)$, $(\mathcal{A},a') \equiv^L_n (\mathcal{B},b')$, and both $\delta(a,a'),\delta(b,b') > 2^n$. Then $(\mathcal{A},aa') \equiv^L_n (\mathcal{B},bb')$.

**Proof:** The proof is by induction on $n$. The lemma holds for $n = 0$ because by hypothesis no atomic sentence holding in $(\mathcal{A},aa')$ involves elements from both $a$ and $a'$, and similarly for $\mathcal{B}$.

Assume the lemma holds for $n-1$ and let $f$ and $f'$ be winning moves for $((\mathcal{A},a),(\mathcal{B},b),n)$ and $((\mathcal{A},a'),(\mathcal{B},b'),n)$ respectively. It suffices to show that $f \cup f'$ is a winning move for $((\mathcal{A},aa'),(\mathcal{B},bb'),n)$. Note first that

$${N^2_{\mathcal{A}}}^{-1}(a) \cap {N^2_{\mathcal{A}}}^{-1}(a') = \emptyset \text{ and } {N^2_{\mathcal{B}}}^{-1}(b) \cap {N^2_{\mathcal{B}}}^{-1}(b') = \emptyset.$$
Therefore \( f \cup f' \) is a bijection. Let \( c \in \mathcal{N}_A^{2n-1}(a) \). Then \((A, ac) \equiv_{n-1}^L (B, bf(c))\) and \(\delta(ac, a'), \delta(bf(c), b') > 2^{n-1}\). It is clear that \((A, a') \equiv_{n-1}^L (B, b')\) implies \((A, a') \equiv_{n-1}^L (B, b')\). Now by the induction hypothesis we have \((A, aa'c) \equiv_{n-1} (B, bb'f(c))\). A similar argument holds when \(c \in \mathcal{N}_A^{2n-1}(a')\). Therefore \( f \cup f' \) is a winning move.

**Theorem 3.2**

(1) If \( A \equiv_n^L B \), then \( A \equiv_n B \).

(2) If \((A, a) \equiv_{n-1}^L (B, b)\) and \(A \equiv_{n-1}^L B\), then \((A, a) \equiv_{n}^L (B, b)\).

**Proof:** (1) is a special case of (2). We prove (2) by induction on \( n \). The case \( n = 0 \) is trivial.

Assume \( n > 0 \) and the result holds for \( n - 1 \). Suppose \((A, a) \equiv_{n-1}^L (B, b)\) and \(A \equiv_{n-1}^L B\).

**Claim:** There is a bijection \( f: A \to B \) such that \((A, ac) \equiv_{n-1}^L (B, bf(c))\) for all \( c \in A \).

Once this claim is established, the proof is completed as follows. It is clear that \( A \equiv_{n-1}^L B\) implies \( A \equiv_{n-1}^L B\). Then by the inductive hypothesis, \((A, ac) \equiv_{n-1} (B, bf(c))\) for all \( c \in A \). So Duplicator wins the game \((A, a) \equiv_n (B, b)\) by choosing the bijection \( f \).

**Proof of Claim:** Since \((A, a) \equiv_{n-1}^L (B, b)\), Duplicator has a winning move \( g \) at \(((A, a), (B, b), n)\) for the local bijective game. In the case that \( a \) and \( b \) are empty, the claim holds with \( f = g \). Assume hereafter that \( a \) and \( b \) are nonempty. Duplicator needs to find a bijection

\[ h : A \setminus \mathcal{N}_A^{2n-1}(a) \to B \setminus \mathcal{N}_B^{2n-1}(b) \]

such that \( f = g \cup h \) satisfies the Claim. The existence of \( g \) implies that the two neighborhoods \( \mathcal{N}_A^{2n-1}(a) \) and \( \mathcal{N}_B^{2n-1}(b) \) have the same number of elements of each \((n-1)\)-local bijective type relative to \( a, b \). On the other hand, since \( A \equiv_{n-1}^L B \), \( A \) and \( B \) must have the same number of elements of each \((n-1)\)-local simple bijective type.

Consequently, since the neighborhoods \( \mathcal{N}_A^{2n-1}(a) \) and \( \mathcal{N}_B^{2n-1}(b) \) are finite and the whole models \( A \) and \( B \) are finite or countable, \( A \setminus \mathcal{N}_A^{2n-1}(a) \) and \( B \setminus \mathcal{N}_B^{2n-1}(b) \) must also have the same number of elements of each \((n-1)\)-local simple bijective type. Since these elements are far enough from \( a \) and \( b \), from Lemma 3.1, \( A \setminus \mathcal{N}_A^{2n-1}(a) \) and \( B \setminus \mathcal{N}_B^{2n-1}(b) \) must also have the same number of elements of each \((n-1)\)-local bijective type relative to \( a, b \).

Now Duplicator just builds \( h \) from the different bijections between the equally sized subsets.

The converse of Theorem 3.2 is also true, with a minor adjustment in quantifier rank.

**Theorem 3.3**

Let \( m \) be the max of 2 and the arity of each relation symbol of \( \nu \).

(1) If \( A \equiv_{n+m-2}^L B \), then \( A \equiv_{n}^L B \).

(2) If \((A, a) \equiv_{n+m-2} (B, b)\), then both \( A \equiv_{n}^L B \) and \( (A, a) \equiv_n^L (B, b) \).

**Proof:** (1) is the special case of (2) when \( a \) and \( b \) are empty. Also, in (2) we note that \((A, a) \equiv_{n} (B, b)\) trivially implies \( A \equiv_{n} B \), so it suffices to prove that \((A, a) \equiv_{n+m-2} (B, b)\) implies \((A, a) \equiv_{n}^L (B, b)\). To prove this in the non-trivial case \( n > 0 \), we must show that the bijection chosen by Duplicator in the bijective game already includes the bijection from \( \mathcal{N}_A^{2n-1}(a) \) to \( \mathcal{N}_B^{2n-1}(b) \) needed in the local game. This, however, follows from the fact that (even in the regular Ehrenfeucht-Fraïssé game) distances up to \( 2^{n-1} \) from \( a \) and \( b \) must be preserved by Duplicator to win a game with \( n + m - 2 \) moves.

**Corollary 3.4**

Suppose each relation symbol in \( \nu \) is at most binary.

(1) \( A \equiv_n B \) if and only if \( A \equiv_n^L B \).

(2) \((A, a) \equiv_n (B, b)\) if and only if both \( A \equiv_n^L B \) and \((A, a) \equiv_n^L (B, b)\).

## 4 Local Normal Forms

In this section we will introduce a fragment \( L_{\text{loc}}(C)(x)^n \) of \( L_{\omega}(C)^{\omega} \), called the set of local normal formulas, which contains formulas defining each local bijective type.

We will use the bounded quantifier notation

\[ (\exists \exists^{i} y \in \mathcal{N}^{x}(x)) \psi(x, y) \text{ for } (\exists \exists^{i} y) (\delta(x, y) \leq r \land \psi(x, y)) \].
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Putting Theorem 4.3 together with Theorem 3.2 and Corollary 2.2, we get:

**Definition 4.1** \( \mathcal{L}_{(loc)}(C)(x)^0 \) is the set of all quantifier-free formulas \( \psi(x) \).

\( \mathcal{L}_{(loc)}(C)(x)^{n+1} \) is the set of all Boolean combinations of formulas of the form

\[
(\exists^{2^i} y \in \mathcal{N}^{2^n}(x)) \psi(xy),
\]

where \( y \) is not one of the variables in \( x \), and \( \psi(xy) \in \mathcal{L}_{(loc)}(C)(xy)^n \).

We put \( \mathcal{L}_{(loc)}(C)^n = \mathcal{L}_{(loc)}(C)(x)^n \) where \( x \) is the empty sequence.

When \( x \) is nonempty, each local normal formula \( \phi(x) \) in \( \mathcal{L}_{(loc)}(C)(x)^n \) has only bounded quantifiers. In the case that \( x \) is empty and \( n > 0 \), the local normal sentences in \( \mathcal{L}_{(loc)}(C)^n \) are Boolean combinations of sentences of the form \( (\exists^{2^i} y) \psi(y) \), with no bound on the outer quantifiers.

**Lemma 4.2** (1) \( \mathcal{L}_{(loc)}(C)(x)^n \) is contained in \( \mathcal{L}_{\infty}(C)^\omega \).

(2) If each relation symbol in \( \nu \) is at most binary, then \( \mathcal{L}_{(loc)}(C)(x)^n \) is contained in \( \mathcal{L}_{\infty}(C)^n \).

**Proof:** Let \( m \) be the maximum of 2 and the largest arity of a relation symbol in \( \nu \). Then \( \delta(x,y) \leq 2^n \) can be expressed in first order logic by a formula of quantifier rank \( n + m - 2 \). It follows that \( \mathcal{L}_{(loc)}(C)(x)^n \) is a set of formulas in \( \mathcal{L}_{\infty}(C)^{n+m-2} \). This proves (1), and we get (2) by taking \( m = 2 \).

The next theorem shows that the fragment \( \mathcal{L}_{(loc)}(C)(x)^n \) of local normal formulas captures the equivalence relation \( \equiv_n^\delta \).

**Theorem 4.3** (1) \( A \equiv B (\mathcal{L}_{(loc)}(C)^n) \) if and only if \( A \equiv_n^\delta B \).

(2) \( (A,a) \equiv (B,b) (\mathcal{L}_{(loc)}(C)(x)^n) \) if and only if \( (A,a) \equiv_n^\delta (B,b) \).

**Proof:** (1) is a special case of (2). We prove (2) by induction on \( n \).

The result is trivial for \( n = 0 \). Assume that \( n > 0 \) and (2) holds for \( n - 1 \). Then for each \( x \), each \( (n-1) \)-local bijective type relative to \( x \) is definable by a formula in \( \mathcal{L}_{(loc)}(C)(xy)^{n-1} \). Therefore the following statements are equivalent:

- \( (A,a) \equiv (B,b) (\mathcal{L}_{(loc)}(C)(x)^n) \).
- \( \mathcal{N}_A^{2^n-1}(a) \) and \( \mathcal{N}_B^{2^n-1}(b) \) have the same number of elements of each \( (n-1) \)-local bijective type relative to \( a, b \).
- Duplicator has a winning move at \( ((A,a),(B,b),n) \).
- \( (A,a) \equiv_n^\delta (B,b) \).

Putting Theorem 4.3 together with Theorem 3.2 and Corollary 2.2, we get:

**Theorem 4.4** (Normal Form Theorem)

(1) Every sentence in \( \mathcal{L}_{\infty}(Q_a)^n \) is equivalent to a sentence in the set \( \mathcal{L}_{(loc)}(C)^n \).

(2) Every formula \( \phi(x) \) in \( \mathcal{L}_{\infty}(Q_a)^n \) is Boolean over the set of sentences \( \mathcal{L}_{(loc)}(C)^n \) and the set of formulas \( \mathcal{L}_{(loc)}(C)(x)^n \).

On one hand, Theorem 4.4 gives uniform local normal forms for sentences and formulas of \( \mathcal{L}_{\infty}(Q_a)^\omega \), and on the other hand it shows that all unary quantifiers can be defined from the counting localized quantifiers \( (\exists^{2^i} y \in \mathcal{N}^{2^n-1}(x)) \) without affecting the expressiveness of \( \mathcal{L}_{\infty}(Q_a)^\omega \). This gives a simpler proof of a result in [KV95].

**Corollary 4.5** (1) The logics \( \mathcal{L}_{\infty}(Q_a)^\omega \) and \( \mathcal{L}_{\infty}(C)^\omega \) are equivalent.

(2) If each relation symbol in \( \nu \) is at most binary, then the logics \( \mathcal{L}_{\infty}(Q_a)^n \) and \( \mathcal{L}_{\infty}(C)^n \) are equivalent.
5 Cluster Normal Forms

In this section we give an alternative normal form which is even more local.

We start by defining the \( r \)-cluster \( K^r_\mathcal{A}(a) \) to be the subset of \( \mathcal{A} \) consisting of all elements within distance \( \leq r \) from every \( a \in \mathcal{A} \). Thus, as sets, \( K^r_\mathcal{A}(a) = \bigcap_{a \in \mathcal{A}} N^r_\mathcal{A}(a) \). In particular, if \( |a| = 1 \), \( K^r_\mathcal{A}(a) = \mathcal{N}^r_\mathcal{A}(a) \), and if \( a \) is the empty sequence, \( K^r_\mathcal{A}(a) \) is just the whole model \( \mathcal{A} \).

The cluster bijective game is defined as follows.

When \( n > 0 \), the cluster bijective game proceeds from the position \( ((\mathcal{A},a), (\mathcal{B},b), n) \) according to the rules:

1. Spoiler picks a subtuple \( c \) of \( a \) (with a corresponding subtuple \( d \) of \( b \)). If \( a \) is nonempty, then \( c \) and \( K^{n-1}_\mathcal{A}(c) \) must be nonempty.
2. Duplicator chooses a bijection \( f : K^{n-1}_\mathcal{A}(c) \to K^{n-1}_\mathcal{B}(d) \).
3. Spoiler chooses an element \( e \) in \( K^{n-1}_\mathcal{A}(c) \).
4. The game continues from the new position \( ((\mathcal{A}, ce), (\mathcal{B}, df(e)), n-1) \).

When \( n = 0 \) the game ends as usual.

We write \( (\mathcal{A}, a) \equiv^K_n (\mathcal{B}, b) \) if Duplicator has a winning strategy in the cluster bijective game starting from the position \( ((\mathcal{A},a), (\mathcal{B},b), n) \).

If \( (\mathcal{A}, ac) \equiv^K_n (\mathcal{B}, bd) \), we will say that the elements \( c \) and \( d \) have the same \( n \)-cluster type relative to \( a, b \).

Lemma 5.1 Let \( a, a', a'' \) be tuples in \( \mathcal{A} \) and \( b, b', b'' \) be tuples in \( \mathcal{B} \) with \( |a| = |b|, |a'| = |b'| \) and \( |a''| = |b''| \). Suppose \( (\mathcal{A}, aa) \equiv^K_n (\mathcal{B}, bb) \), \( (\mathcal{A}, aa'') \equiv^K_n (\mathcal{B}, bb'') \), and both \( \delta(a', a''), \delta(b', b'') > 2^n \). Then \( (\mathcal{A}, aa'a'') \equiv^K_n (\mathcal{B}, bb'bb'') \).

Proof: We note that for any corresponding suboperands \( c \) of \( aa'a'' \) and \( d \) of \( bb'bb'' \) such that \( K^{n-1}_\mathcal{A}(c) \) or \( K^{n-1}_\mathcal{B}(d) \) are nonempty, we must have that \( c \) and \( d \) are suboperands of either \( aa' \) and \( bb' \) or \( aa'' \) and \( bb'' \) respectively.

Theorem 5.2 (1) If \( \mathcal{A} \equiv^K_n \mathcal{B} \) then \( \mathcal{A} \equiv_n \mathcal{B} \).

(2) If \( (\mathcal{A}, a) \equiv^K_n (\mathcal{B}, b) \) and \( \mathcal{A} \equiv^K_n \mathcal{B} \), then \( (\mathcal{A}, a) \equiv_n (\mathcal{B}, b) \).

Proof: The proof is similar to that of Theorem 3.2. As before, (1) is a special case of (2). Using induction for (2), assume that \( n > 0 \), \( (\mathcal{A}, a) \equiv^K_n (\mathcal{B}, b) \), \( \mathcal{A} \equiv^K_n \mathcal{B} \), and (2) holds for \( n-1 \). We must prove the following

Claim: There is a bijection \( f : \mathcal{A} \to \mathcal{B} \) such that \( (\mathcal{A}, ac) \equiv^K_{n-1} (\mathcal{B}, bf(e)) \) for all \( c \in \mathcal{A} \).

Let \( x = (x_1, \ldots, x_k) \). For each subset \( S \subseteq \{1, \ldots, k\} \), define

\[
A_S = \{ a \in \mathcal{A} : a \in N^{2n-1}_\mathcal{A}(a_i) \text{ iff } i \in S \}, \quad B_S = \{ b \in \mathcal{B} : b \in N^{2n-1}_\mathcal{B}(b_j) \text{ iff } i \in S \}.
\]

Note that \( A_S \) and \( B_S \) partition the models \( \mathcal{A} \) and \( \mathcal{B} \) respectively.

Using backward induction on \( |S| \) (i.e. starting from \( |S| = k \) and going downward until \( |S| = 0 \)), one can show that each subset \( A_S \subseteq \mathcal{A} \) and its corresponding subset \( B_S \subseteq \mathcal{B} \) contain the same number of elements of each \( (n-1) \)-cluster type relative to \( a, b \). Lemma 5.1 is used here.

Duplicator now builds a winning move \( f \) from the various bijections she can get between the equally sized subsets containing elements of the same cluster type.

As before, the converse holds when every relation symbol is at most binary. We now define another fragment of \( L_{\infty,\omega}(C)^\omega \), the set \( L_{\text{clu}}(C)(\mathcal{x})^n \) of cluster normal formulas, which contains formulas defining each cluster type. We use bounded quantifiers as before.
Definition 5.3 $L_{(clu)}(C)(x)^0$ is the set of all quantifier-free formulas $\psi(x)$.

When $x$ is nonempty, $L_{(clu)}(C)(x)^{n+1}$ is the set of all Boolean combinations of formulas of the form

$$\exists^{\geq 1}y \in K^{2^n}(z) \psi(zy),$$

where $z$ is a nonempty subtuple of $x$, $y$ is not one of the variables in $z$, and $\psi(zy) \in L_{(clu)}(C)(zy)^n$.

$L_{(clu)}(C)^{n+1}$ is the set of all Boolean combinations of sentences of the form $\exists^{\geq 1}y \psi(y)$ where $\psi(y) \in L_{(clu)}(C)(y)^n$.

When $x$ is nonempty, each cluster normal formula in $L_{(clu)}(C)(x)^n$ has only bounded quantifiers. Note that the quantifiers in the cluster normal formulas $L_{(clu)}(C)(x)^n$ are bounded more strongly than the quantifiers in the local normal formulas $L_{(loc)}(C)(x)^n$, because when $|x| > 1$ the cluster $K^r(x)$ is generally smaller than the neighborhood $N^r(x)$. The set of cluster normal formulas $L_{(clu)}(C)(x)^n$ is contained in $L_{\infty\omega}(C)^\omega$, and if all relation symbols are at most binary, then $L_{(clu)}(C)(x)^n$ is contained in $L_{\infty\omega}(C)^n$.

The following theorem shows that the set $L_{(clu)}(C)(x)^n$ of cluster normal formulas captures the equivalence relation $\equiv^K_n$.

Theorem 5.4 (1) $A \equiv B (L_{(clu)}(C)^n)$ if and only if $A \equiv^K_n B$.

(2) $(A, a) \equiv (B, b) (L_{(clu)}(C)(x)^n)$ if and only if $(A, a) \equiv^K_n (B, b)$.

As a consequence of Theorem 5.4, we get another normal form theorem.

Theorem 5.5 (Cluster Normal Form Theorem)

(1) Every sentence in $L_{\infty\omega}(Q_n)^n$ is equivalent to a sentence in the set $L_{(clu)}(C)^n$.

(2) Every formula $\phi(x)$ in $L_{\infty\omega}(Q_n)^n$ is Boolean over the set of sentences $L_{(clu)}(C)^n$ and the set of formulas $L_{(clu)}(C)(x)^n$.

6 Gaifman and Hanf Locality

In this section we will apply the normal form theorem to the notions of Gaifman and Hanf locality introduced in [HLN99].

Let $x$ be a nonempty tuple of variables. A formula $\phi(x)$ of $L_{\infty\omega}(C)^n$ is $r$-local if all of its quantifiers are restricted to $N^r(x)$. Every $r$-local formula has strong Gaifman locality rank at most $r$, that is, whenever $N^r_A(a) \cong N^r_B(b)$ where $|a| = |b| = |x|$, we have $A \models \phi(a)$ if and only if $B \models \phi(b)$.

Lemma 6.1 Suppose the tuple $x$ is nonempty. Every formula in $L_{(loc)}(C)(x)^n$ is equivalent to a $(2^n - 1)$-local formula. Similarly, every formula in $L_{(clu)}(C)(x)^n$ is equivalent to a $(2^n - 1)$-local formula.

Proof: Adding the distances seen from $x$ in a formula in $L_{(loc)}(C)(x)^n$ or $L_{(clu)}(C)(x)^n$, we get $2^{n-1} + 2^{n-2} + \ldots + 1 = 2^n - 1$.

Theorem 6.2 (Locality Theorem) Let $n > 0$.

(1) Every sentence in $L_{\infty\omega}(Q_n)^n$ is Boolean over sentences of the form $\exists^{\geq 1}y \psi(y)$ where $\psi(y)$ is a $(2^n - 1)$-local formula in $L_{\infty\omega}(C)^\omega$.

(2) Every formula $\phi(x)$ in $L_{\infty\omega}(Q_n)^n$ is Boolean over sentences as in (1) above, and $(2^n - 1)$-local formulas in $L_{\infty\omega}(C)^\omega$.

Proof: By Theorem 4.4 (or Theorem 5.5) and Lemma 6.1.

Part (1) is the result (C) stated in the Introduction. This theorem is weaker than the Normal Form Theorems 4.4 and 5.5, but the statement does not depend on the inductive definition of the fragment $L_{(loc)}(C)^n$ or $L_{(clu)}(C)^n$. It complements the results in [HLN99] and [Lib00] on Hanf and Gaifman locality ranks.
Part (1) implies that every sentence $\phi$ in $L_{\infty}(Q_n)$ has Hanf locality rank less than $2^n-1$. That is, if there is a bijection $f: A \to B$ such that $N^r_A(c) \equiv N^r_B(f(c))$ for all $c \in A$ where $r = 2^n-1$, then $A \models \phi$ if and only if $B \models \phi$.

Part (2) implies that for nonempty tuples $x$, every formula $\phi(x)$ in $L_{\infty}(Q_n)$ has Gaifman locality rank less than $2^n$. That is, if $N^r_A(a) \equiv N^r_A(b)$ where $r = 2^n-1$, then $A \models \phi(a)$ if and only if $A \models \phi(b)$.

Both of these bounds were obtained (for finite models) by a different method in [Lib00].

7 Conclusion

We defined the local bijective Ehrenfeucht-Fraïssé game and showed that Duplicator has a winning strategy for that game if and only if she has a winning strategy for the bijective Ehrenfeucht-Fraïssé game. Thus the local bijective game characterizes the equivalence of two models with respect to $L_{\infty}(Q_n)$. This leads to a Normal Form Theorem of the Gaifman type for the logic $L_{\infty}(Q_n)$. This normal form uses only counting quantifiers, showing that arbitrary unary quantifiers can be captured by counting quantifiers. Our normal form differs from the normal form in Gaifman’s theorem in that it allows infinite Boolean combinations, and the inner formula states that the neighborhoods are distinct rather than disjoint. It has the advantage of preserving quantifier rank, except that unbounded quantifiers are replaced by bounded quantifiers. In the case that every relation in $\nu$ is at most binary, the normal forms for a sentence of quantifier rank $n$ will again have quantifier rank at most $n$.

A consequence of the Normal Form Theorem is the Locality Theorem, which shows that each sentence of quantifier rank $n > 0$ is a Boolean combination of sentences which say that there are at least $i$ elements $y$ which satisfy a $(2^n-1)$-local formula $\psi(y)$. There is a similar result for formulas. The Locality Theorem implies many of the results in the paper [Lib00]. In particular, one can read off the optimum Gaifman locality rank and the optimum Hanf locality rank for formulas of given quantifier rank.

Questions: Is there a normal form for first order logic which is like the one used here? Can such a normal form give a bound for Gaifman’s Theorem for first order logic that is better than the $4^n-1$ bound found in [KL04]? Are there similar normal form theorems for infinitary logics with quantifiers of higher arity?
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