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Abstract. We study Lp-Sobolev improving for averaging operators Aγ given by convolution
with a compactly supported smooth density µγ on a non-degenerate curve. In particular, in 4
dimensions we show that Aγ maps LppR4

q to the Sobolev space Lp1{ppR
4
q for all 6 ă p ă 8. This

implies the complete optimal range of Lp-Sobolev estimates, except possibly for certain endpoint
cases. The proof relies on decoupling inequalities for a family of cones which decompose the wave
front set of µγ . In higher dimensions, a new non-trivial necessary condition for LppRnq Ñ Lp1{ppR

n
q

boundedness is obtained, which motivates a conjectural range of estimates.

1. Introduction

For n ě 2 let γ : I Ñ Rn be a smooth curve,1 where I Ă R is a compact interval, and χ P C8pRq
be a bump function supported on the interior of I. Consider the averaging operator

Aγfpxq :“

ˆ
R
fpx´ γpsqqχpsq ds; (1.1)

in particular, Aγf “ µγ ˚f , where µγ is the measure given by the push-forward of χpsqds under γ.
The goal of this paper is to study sharp Lp-Sobolev improving bounds for the operator Aγ for

a wide class of curves in R4. To state the main theorem, we say a smooth curve γ : I Ñ Rn is
non-degenerate if there is a constant c0 ą 0 such that

| detpγ1psq, ¨ ¨ ¨ , γpnqpsqq| ě c0 for all s P I (1.2)

or, equivalently, the n´ 1 curvature functions of γ are all bounded away from 0.

Theorem 1.1. If γ : I Ñ R4 is non-degenerate and 6 ă p ă 8, then

}Aγf}Lp
1{p
pR4q Àp,γ,χ }f}LppR4q.

This result is sharp up to p “ 6 in the sense that the Lp Ñ Lp1{p bound fails whenever 2 ď p ă 6:

see Proposition 1.2 below. Furthermore, interpolation with the elementary L2 Ñ L2
1{4 inequality

and duality give the complete range of Lp Ñ Lpα estimates for all 1 ď p ď 8, except possibly for
endpoint cases.

In higher dimensions no Lp Ñ Lp1{p estimates are currently known to hold for such averaging

operators, although it is natural to conjecture that the following holds.

Conjecture 1. If γ : I Ñ Rn is non-degenerate and 2n´ 2 ă p ă 8, then

}Aγf}Lp
1{p
pRnq Àp,γ,χ }f}LppRnq. (1.3)

If true, then the above conjectured range would be sharp except for some endpoint cases, viz.

Date: September 17, 2021.
1Throughout, any curve is tacitly assumed to be simple (that is, γ is injective) and regular (γ1 is non-vanishing).
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Proposition 1.2. Let 2 ď p ď 8. If γ : I Ñ Rn is non-degenerate and the inequality

}Aγf}LpαpRnq Àp,γ,χ }f}LppRnq

holds, then we must have α ď min
!

1
n

´

1
2 `

1
p

¯

, 1
p

)

.

As in the case of Theorem 1.1, the sharp estimates for 1 ď p ď 2n ´ 2 would follow from
Conjecture 1 by interpolation with the L2 Ñ L2

1{n inequality and duality, except the endpoint

regularity estimates for 2n´2
2n´3 ď p ď 2n´ 2, p ‰ 2.

In the euclidean plane Conjecture 1 is an elementary consequence of the decay of the Fourier
transform of the measure µγ . In higher dimensions the problem is significantly more difficult, owing
to the weaker rate of Fourier decay.2 The n “ 3 case was established up to the p “ 4 endpoint by
Pramanik and the fourth author [17], conditional on the sharp Wolff-type ‘`p-decoupling’ inequality
for the light cone. The sharp decoupling inequality was later proved by Bourgain–Demeter [4],
thus establishing the bounds for the averaging operators unconditionally. Theorem 1.1 verifies the
n “ 4 case of Conjecture 1 up to the p “ 6 endpoint. The proof strategy behind Theorem 1.1
is based on that used to study the n “ 3 case in [17], although significant new features and
additional complications arise in the four-dimensional setting. To overcome these difficulties,
advantage is taken of recent new advances in the understanding of decoupling theory. A key tool
is the Bourgain–Demeter–Guth decoupling theorem for curves [5].

The first stage of the argument relies on a careful decomposition of the operator in the frequency
domain. This part of the proof is inspired by the analysis of the helical maximal function appearing
in [1] (see also [17]). Indeed, the maximal problem treated in [1] shares a number of essential
features with Theorem 1.1. In particular, for both problems it is natural to microlocalise the
operator with respect to a pair of nested cones in the frequency domain (see the introductory
discussion in [1] for more details). However, a quick comparison between this paper and [1] shows
that the methods and overall proof scheme differ on a number of key points. For instance, the
frequency decomposition used here is significantly more involved than that used in [1], owing
to additional complications which arise when working in R4 rather than R3. Furthermore, whilst
decoupling plays an important rôle in the current paper, the analysis in [1] relies on square function
estimates. One useful feature of decoupling (as opposed to the use of square functions) is that
decoupling inequalities are readily iterated. We make use of this fact in a fundamental way when
decomposing the operator with respect to the different frequency cones.

1.1. Corollaries. Theorem 1.1 has a number of consequences which follow immediately from
known arguments.

Extension to finite type curves. Using arguments from [17], one can show that Theorem 1.1 implies
bounds for a more general class of curves. We say a smooth curve γ : I Ñ Rn is of finite maximal
type if there exists d P N and a constant c0 ą 0 such that

d
ÿ

j“1

|xγpjqpsq, ξy| ě c0|ξ| for all s P I, ξ P Rn. (1.4)

For fixed s, the smallest d for which (1.4) holds for some c0 ą 0 is called the type of γ at s. The
type is an upper semicontinuous function, and the supremum of the types over all s P I is referred
to as the maximal type of γ.

Corollary 1.3. If γ : I Ñ R4 is of maximal type d P N and maxt6, du ă p ă 8, then

}Aγf}Lp
1{p
pR4q Àp,γ,χ }f}LppR4q.

2In particular, the curve is no longer a Salem set.
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This result is sharp up to endpoints (for further discussion of endpoint cases, see §3.6) regarding
the range of p for which the regularity of order 1{p holds. In the range 2 ď p ď maxt6, du, the
inequalities resulting from interpolation with the L2pR4q Ñ L2

1{dpR
4q estimates are also sharp, up

to the regularity endpoint, for d ě 6 and the non-degenerate d “ 4 case; for d “ 5 one expects,
however, better bounds to hold in this range (see Figure 3.4). There are also natural extensions of
Conjecture 1 and Proposition 1.2 which deal with finite maximal type curves in higher dimensions:
see §3 below.

Endpoint lacunary maximal estimates. For the measure µγ introduced above, define the family of

dyadic dilates µkγ for k P Z by

xµkγ , fy “ xµγ , fp2
k ¨ qy

and consider the associated convolution operators Akγf :“ µkγ ˚ f . If γ is of finite maximal type,
then a well-known and classical result (see, for instance, [9]) states that the associated lacunary
maximal function

Mγf :“ sup
kPZ

|Akγf |

is bounded on Lp for all 1 ă p ď 8. A difficult problem is to understand the endpoint be-
haviour of these operators near L1. By an off-the-shelf application of the main theorem from [18],
Corollary 1.3 implies an endpoint bound for Mγ in the n “ 4 case.

Corollary 1.4. If γ : I Ñ R4 is of finite maximal type, then the lacunary maximal function Mγ

maps the (standard isotropic) Hardy space H1pR4q to L1,8pR4q.

In particular, by [18, Theorem 1.1], Corollary 1.4 follows from any Lp Ñ Lp1{p bound for the

associated averaging operator Aγ for 2 ď p ă 8 (that is, one does not require Lp Ñ Lp1{p for the

sharp range of p for this application). Note that, prior to this paper, no such bounds Lp-Sobolev
bounds were known for n ě 4; thus the question of the H1pRnq to L1,8pRnq boundedness of
lacunary maximal associated to finite maximal type (or even non-degenerate) curves remains open
for n ě 5.

Outline of the paper. This paper is structured as follows:

‚ In §2 we discuss a simple reductions to a class of model curves.
‚ In §3 we derive necessary conditions for Lp-Sobolev improving inequalities for our averaging

operators. In particular, we establish Proposition 1.2.
‚ In §§4–6 we present the proof of Theorem 1.1.
‚ In §7 we discuss certain decoupling inequalities used in the proof of Theorem 1.1.
‚ There are three appendices which deal with various auxiliary results and technical lemmas

used in the main argument.

Notational conventions. Given a (possibly empty) list of objects L, for real numbers Ap, Bp ě 0
depending on some Lebesgue exponent p or dimension parameter n the notation Ap ÀL Bp,
Ap “ OLpBpq or Bp ÁL Ap signifies that Ap ď CBp for some constant C “ CL,p,n ě 0 depending
on the objects in the list, p and n. In addition, Ap „L Bp is used to signify that both Ap ÀL Bp
and Ap ÁL Bp hold. Given a, b P R we write a^ b :“ minta, bu and a_ b :“ maxta, bu. The length
of a multiindex α P Nn0 is given by |α| “

řn
i“1 αi.

Acknowledgements. The authors thank the American Institute of Mathematics for funding
their collaboration through the SQuaRE program, also supported in part by the National Science
Foundation. D.B. was partially supported by NSF grant DMS-1954479. S.G. was partially sup-
ported by NSF grant DMS-1800274. A.S. was partially supported by NSF grant DMS-1764295
and by a Simons fellowship. This material is partly based upon work supported by the National



4 D. BELTRAN, S. GUO, J. HICKMAN, AND A. SEEGER

Science Foundation under Grant No. DMS-1440140 while the authors were in residence at the
Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2017 semester.

2. Reduction to perturbations of the moment curve

A prototypical example of a smooth curve satisfying the non-degeneracy condition (1.2) is the
moment curve γ˝ : RÑ Rn, given by

γ˝psq :“
´

s,
s2

2
, . . . ,

sn

n!

¯

.

Indeed, in this case the determinant appearing in (1.2) is everywhere equal to 1. Moreover, at
small scales, any non-degenerate curve can be thought of as a perturbation of an affine image of
γ˝. To see why this is so, fix a non-degenerate curve γ : I Ñ Rn and σ P I, λ ą 0 such that
rσ ´ λ, σ ` λs Ď I. Denote by rγsσ the nˆ n matrix

rγsσ :“
“

γp1qpσq ¨ ¨ ¨ γpnqpσq
‰

,

where the vectors γpjqpσq are understood to be column vectors. Note that this is precisely the
matrix appearing in the definition of the non-degeneracy condition (1.2) and is therefore invertible
by our hypothesis. It is also convenient to let rγsσ,λ denote the nˆ n matrix

rγsσ,λ :“ rγsσ ¨Dλ, (2.1)

where Dλ :“ diagpλ, . . . , λnq, the diagonal matrix with eigenvalues λ, λ2, . . . , λn. Consider the
portion of the curve γ lying over the subinterval rσ ´ λ, σ ` λs. This is parametrised by the map
s ÞÑ γpσ`λsq for s P r´1, 1s. The degree n Taylor polynomial of s ÞÑ γpσ`λsq around σ is given
by

s ÞÑ γpσq ` rγsσ,λ ¨ γ˝psq, (2.2)

which is indeed an affine image of γ˝. Furthermore, by Taylor’s theorem, the original curve γ
agrees with the polynomial curve (2.2) to high order at σ.

Inverting the affine transformation x ÞÑ γpσq ` rγsσ,λ ¨ x from (2.2), we can map the portion of
γ over rσ ´ λ, σ ` λs to a small perturbation of the moment curve.

Definition 2.1. Let γ P Cn`1pI;Rnq be a non-degenerate curve and σ P I, λ ą 0 be such that
rσ ´ λ, σ ` λs Ď I. The pσ, λq-rescaling of γ is the curve γσ,λ P C

n`1pr´1, 1s;Rnq given by

γσ,λpsq :“ rγs´1
σ,λ

`

γpσ ` λsq ´ γpσq
˘

.

It follows from the preceding discussion that

γσ,λpsq “ γ˝psq ` rγs
´1
σ,λEγ,σ,λpsq

where Eγ,σ,λ is the remainder term for the Taylor expansion (2.2). In particular, if γ satisfies the
non-degeneracy condition (1.2) with constant c0, then

}γσ,λ ´ γ˝}Cn`1pr´1,1s;Rnq À c´1
0 λ }γ}nCn`1pIq.

Thus, if λ ą 0 is chosen to be small enough, then the rescaled curve γσ,λ is a minor perturbation
of the moment curve. In particular, given any 0 ă δ ă 1, we can choose λ so as to ensure that
γσ,λ belongs to the following class of model curves.

Definition 2.2. Given n ě 2 and 0 ă δ ă 1, let Gnpδq denote the class of all smooth curves
γ : r´1, 1s Ñ Rn that satisfy the following conditions:

i) γp0q “ 0 and γpjqp0q “ ~ej for 1 ď j ď n;
ii) }γ ´ γ˝}Cn`1pr´1,1sq ď δ.
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Here ~ej denotes the jth standard Euclidean basis vector and

}γ}Cn`1pIq :“ max
1ďjďn`1

sup
sPI
|γpjqpsq| for all γ P Cn`1pI;Rnq.

Given any γ P Gnpδq, condition ii) and the multilinearity of the determinant ensures that
detrγss “ detrγ˝ss `Opδq “ 1`Opδq. Thus, there exists a dimensional constant cn ą 0 such that
if 0 ă δ ă cn, then any curve γ P Gnpδq is non-degenerate and, moreover, satisfies detrγss ě 1{2.
Henceforth, it is always assumed that δ ą 0 satisfies this condition, which we express succinctly
as 0 ă δ ! 1.

Turning back to the Sobolev improving problem for the averages Aγ , the above observations
facilitate a reduction to the class of model curves. To precisely describe this reduction, it is useful
to make the choice of cutoff function explicit in the notation by writing Arγ, χs for the operator
Aγ as defined in (1.1).

Proposition 2.3. Let γ : I Ñ Rn be a non-degenerate curve, χ P C8c pRq be supported on the
interior of I and 0 ă δ ! 1. There exists some γ˚ P Gnpδq and χ˚ P C8c pRq such that

}Arγ, χs}LppRnqÑLpαpRnq „γ,χ,δ,p,α }Arγ
˚, χ˚s}LppRnqÑLpαpRnq

for all 1 ď p ă 8 and 0 ď α ď 1. Furthermore, χ˚ may be chosen to satisfy suppχ˚ Ď r´δ, δs.

Proof. The proof follows by decomposing the domain of γ into small intervals and applying the
rescaling described in Definition 2.1 on each interval. This decomposition in s induces a decompo-
sition of the derived operator p1´∆qα{2Arγ, χs. The upper bound then follows from the triangle
inequality and the stability of the estimates under affine transformation (together with a simple
pigeonholing argument).

The proof of the lower bound is more subtle since one must take into account possible cancel-
lation between the different pieces of the decomposition. To get around this, we observe that

}Arγ, χ0s}LppRnqÑLpαpRnq Àγ,χ0 }Arγ, χ1s}LppRnqÑLpαpRnq (2.3)

holds whenever χ0, χ1 P C
8
c pRq are supported in I and χ1psq “ 1 for all s P suppχ0. Once this is

established, it is possible to localise in s and rescale to deduce the desired bound.
To prove (2.3) note, after possibly applying a translation and a dilation, one may write

Arγ, χ0sfpxq “

ˆ
R
fpx´ γpsqqχ̃0 ˝ γpsqχ1psqds

where the function χ̃0 P C
8
c pRnq is supported in r´π, πsn. Consequently, by performing a Fourier

series decomposition,

χ̃0 ˝ γpsq “
1

p2πqn

ÿ

kPZn
ake

ixx,kye´ixx´γpsq,ky

where the sequence pakqkPZn of Fourier coefficients is rapidly decaying. Thus, if Modk denotes the

modulation operator Modk gpxq :“ eixx,kygpxq, then

Arγ, χ0sfpxq “
1

p2πqn

ÿ

kPZn
ak ¨Modk ˝Arγ, χ1s ˝Mod´k fpxq.

By analytic interpolation, it follows that

}Modk}LpαpRnqÑLpαpRnq À p1` |k|q
α for all 0 ď α ď 1

and therefore

}Arγ, χ0sf}LpαpRnq À
ÿ

kPZn
|ak|p1` |k|q

α ¨ }Arγ, χ1s ˝Mod´k f}LpαpRnq

Àγ,χ0 }Arγ, χ1s}LppRnqÑLpαpRnq}f}LppRnq,
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1
p

α
1
n

1
2n´2

1
2

1
2n´2

2n´3
2n´2

Figure 1. Conjectured range of Aγ : LppRnq Ñ LpαpRnq boundedness for γ non-
degenerate. The inner triangle follows from the elementary L2 estimate. The goal
is to establish the LppRnq Ñ Lp1{ppR

nq bound at the ‘kink’ point pcr “ 2n ´ 2 (or,

equivalently, p1cr “
2n´3
2n´2).

using the rapid decay of the Fourier coefficients. �

As a consequence of Proposition 2.3, it suffices to fix δ0 ą 0 and prove Theorem 1.1 and Propo-
sition 1.2 in the special case where γ P G4pδ0q and suppχ Ď I0 :“ r´δ0, δ0s. Thus, henceforth,
we work with some fixed δ0, chosen to satisfy the forthcoming requirements of the proofs. For the

sake of concreteness, the choice of δ0 :“ 10´105 is more than enough for our purposes.

3. Necessary conditions

3.1. General Lp Ñ Lpα estimates. If γ : I Ñ Rn is of maximal type d, then the van der Corput
lemma shows that the Fourier transform of any smooth density µγ on γ satisfies

|µ̂γpξq| Àγ p1` |ξ|q
´1{d. (3.1)

This readily implies that

}Aγf}L2
1{d
pRnq Àγ }f}L2pRnq. (3.2)

Consider the case where γ is non-degenerate, so that d “ n. By interpolating against (3.2),
Conjecture 1 formally implies that Aγ maps Lp to Lpα for all p ě 2 and

α ă αcrppq :“ min
! 1

n

´1

2
`

1

p

¯

,
1

p

)

, (3.3)

with the equality case also holding in the restricted range p ą 2n´ 2. It is an interesting question
what happens at the endpoint in the range 2 ă p ď 2n´ 2.

The range of conjectured bounds is represented in Figure 1. The two constraints appearing in
the definition of the critical regularity exponent αcrppq agree precisely when p corresponds to the
critical Lebesgue exponent

pcr :“ 2n´ 2,

which manifests as a ‘kink’ in the Lp-Sobolev diagram.
By a simple scaling argument (see, for instance, [17, pp.81-82]), Conjecture 1 further implies

bounds for Aγ under a finite type hypothesis. In view of Corollary 1.3, it is reasonable to conjecture
the following.

Conjecture 2. If γ : I Ñ Rn is of maximal type d, then the operator Aγ maps Lp to Lpα for all
p ě 2 and

α ď αcrpd; pq :“ min
!

αcrppq,
1

d

)

(3.4)
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1
p

α

1
d

1
2n´2

1
2

1
2n´2

2n´d
2d

3d´2n
2d

2n´3
2n´2

1
p

α

1
d

1
d

d´1
d

1
2

Figure 2. Conjectured range of Aγ : LppRnq Ñ LpαpRnq boundedness for γ of
maximal type d. The upper diagram corresponds to d ă 2n ´ 2 whilst the lower
diagram corresponds to d ě 2n´ 2.

with strict inequality if mint2n´ 2, du ď p ď maxt2n´ 2, du.

The range of conjectured bounds is represented in Figure 2.

Remark. Using the fact that pI ´∆qα{2 : Lpα`βpR
nq Ñ LpβpR

nq is an isomorphism together with a

duality argument, any Lp Ñ Lpα estimate for Aγ immediately implies a corresponding Lp
1

Ñ Lp
1

α

estimate.

The condition α ď 1{d is clearly necessary. Indeed, by duality and interpolation, any Lp Ñ Lpα
estimate implies an L2 Ñ L2

α estimate for the same value of α. However, a slight refinement of
(3.1) shows that the L2 estimate (3.2) is sharp in the sense that the regularity exponent on the
left-hand side cannot be taken larger than 1{d.

3.2. Band-limited examples. The remainder of this section discusses the necessity of the con-
ditions (3.3) and (3.4). To begin, given λ ą 0, consider the family of band-limited Schwartz
functions

Zλ :“
 

f P SpRnq : supp f̂ Ă tξ P R̂n : λ{2 ď |ξ| ď 2λu
(

.

By elementary Sobolev space theory, the desired necessary conditions are a consequence of the
following proposition.

Proposition 3.1. If γ : I Ñ Rn is a smooth curve satisfying the non-degeneracy hypothesis (1.2)
and p ě 2, then

sup
 

}Aγf}LppRnq : f P Lp X Zλ, }f}LppRnq “ 1
(

Áp,γ λ
´αcrppq.

This directly implies Proposition 1.2 and, moreover, shows that the pp, αq-ranges in (3.3) and
Conjecture 2 are optimal up to endpoints.3

3If γ is finite type curve, then the points s for which the type of γ at s is strictly larger than d are isolated.
Consequently, any necessary condition for the non-degenerate problem is automatically a necessary condition for
the finite type problem. The necessity of the additional constraint α ď 1{d is discussed in the previous subsection.
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Proposition 3.1 is based on testing the estimate against two examples, corresponding to the two
constraints inherent in the minimum appearing in the definition of αcritppq.

3.3. Dimensional constraint: α ď 1{p. The condition α ď 1{p is well-known and appears to
be folkloric; in lieu of a precise reference, the details are given presently.

Lemma 3.2. If γ : I Ñ Rn is a smooth curve and p ě 2, then

sup
 

}Aγf}LppRnq : f P LppRnq X Zλ, }f}LppRnq “ 1
(

Áp,γ λ
´1{p.

Proof. Since the operator Aγ is self-adjoint and commutes with frequency projections, given 1 ď
p ď 2 it suffices to show

sup
 

}Aγf}LppRnq : f P LppRnq X Zλ, }f}LppRnq “ 1
(

Áp,γ λ
´1{p1 .

Fix β P C8c pR̂nq a real-valued even function with (inverse) Fourier transform β̌ satisfying β̌p0q “
1 and

suppβ Ď tξ P R̂n : 1{2 ď |ξ| ď 2u. (3.5)

In addition, let ψ P C8c pRnq be non-zero, non-negative and supported in a ball centred at the
origin of radius c, where 0 ă c ă 1 is a sufficiently small constant (independent of λ) chosen to
satisfy the requirements of the forthcoming argument. With these bump functions define

f :“ pβλ´1qq ˚ ψλ

where βλ´1pξq :“ βpλ´1ξq and ψλpxq :“ ψpλxq. The condition (3.5) implies f P LppRnq X Zλ,
whilst direct calculation shows that

}f}LppRnq „ λ´n{p. (3.6)

By a simple computation, Aγf “ Kλ ˚ ψλ where

Kλpxq :“ λn
ˆ
R
β̌
`

λpx´ γpsqq
˘

χpsqds.

The key claim is that, provided 0 ă c ă 1 is chosen sufficiently small (independently of λ), the
pointwise inequality

Kλ ˚ ψλpxq Á λ´1 for all x P Ncλ´1pγq (3.7)

holds, where Ncλ´1pγq denotes the cλ´1-neighbourhood of the curve

tγpsq : s P suppχu.

To see this, choose c sufficiently small so that β̌ is bounded away from zero on a ball of radius 10c
centred at the origin. If x P Ncλ´1pγq, then there exists some s0 P suppχ such that

|x´ y ´ γpsq| ă 10cλ´1 whenever |s´ s0| Àγ λ
´1 and |y| ď cλ´1,

from which (3.7) follows.
Combining (3.6) and (3.7), one concludes that

sup
fPLppRnqXZλ

}Aγf}LppRnq

}f}LppRnq
Á
λ´1λ´pn´1q{p

λ´n{p
“ λ´1{p1 ,

as desired. �

Remark. More generally, suppose AΣ is an averaging operator defined as in (1.1) but now with
respect to Σ a (regular parametrisation of a) surface in Rn of arbitrary dimension. Then

sup
 

}AΣf}LppRnq : f P LppRnq X Zλ, }f}LppRnq “ 1
(

Áp,Σ λ´ dim Σ{p.

This general necessary condition follows from the proof of Lemma 3.2 mutatis mutandis. Further
generalisations hold for appropriate classes of variable coefficient averaging operators: see, for
instance, [3].
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3.4. Fourier decay constraint: α ď 1
n

`

1
2 `

1
p

˘

. Establishing the second condition is more

involved. Here, in contrast with Lemma 3.2, the non-degeneracy hypothesis (1.2) plays a rôle via
certain refinements of the Fourier decay estimate (3.1).

Recall the desired bound.

Proposition 3.3. If γ : I Ñ Rn is a smooth curve satisfying the non-degeneracy hypothesis (1.2)
and p ě 2, then

sup
 

}Aγf}LppRnq : f P LppRnq X Zλ, }f}LppRnq “ 1
(

Áp,γ λ
´ 1
n
p 1
2
` 1
p
q
.

This conclusion was shown in three dimensions by Oberlin and Smith [14] for the model example
of the helix in R3, t ÞÑ pcos t, sin t, tq, by using DeLeeuw’s restriction theorem and an analysis of a
Bessel multiplier in R2. Here the more general statement in Proposition 3.3 is shown by combining
a sharp example of Wolff [22] for `p-decoupling inequalities with a stationary phase analysis of the
Fourier multiplier µ̂γ .

The proof of Proposition 3.3 is broken into stages.

The worst decay cone. At any given large scale, the decay estimate (3.1) is only sharp for ξ
belonging to a narrow region around a low-dimensional cone in the frequency space. To prove
Proposition 3.3, it is natural to test the Lp-Sobolev estimate against functions which are Fourier
supported in a neighbourhood of this ‘worst decay cone’.

By Proposition 2.3 we may assume without loss of generality that γ P Gnpδ0q for some small
0 ă δ0 ! 1 and that the cutoff χ in the definition of Aγ is supported in I0 “ r´δ0, δ0s. In view
of the van der Corput lemma, the worst decay cone should correspond to the ξ for which the
derivatives xγpjqpsq, ξy, 1 ď j ď n ´ 1, all simultaneously vanish for some s P I0. In order to
describe this region, first note that

xγpn´1qps0q, ξ0y “ 0 and
B

Bs
xγpn´1qpsq, ξy

ˇ

ˇ

ˇs“s0
ξ“ξ0

“ 1

for ps0, ξ0q “ p0, ~enq, by the reduction γpjqp0q “ ~ej for 1 ď j ď n. Consequently, provided the
support of χ is chosen sufficiently small, by the implicit function theorem and homogeneity there
exists a constant c ą 0 and a smooth mapping

θ : Ξ Ñ I0, where Ξ :“
 

ξ “ pξ1, ξnq P R̂nzt0u : |ξ1| ď c|ξn|
(

,

such that s “ θpξq is the unique solution in I to the equation xγpn´1qpsq, ξy “ 0 whenever ξ P Ξ.
Note that θ is homogeneous of degree one.

Further consider the system of n equations in n` 1 variables given by
#

xγpjqpsq, ξy “ 0 for 1 ď j ď n´ 1,

ξn “ 1.
(3.8)

Again, by the reduction γpjqp0q “ ~ej for 1 ď j ď n, this can be solved for suitably localised ξ using
the implicit function theorem, expressing s, ξ1, ... ξn´2 as functions of ξn´1. Thus (3.8) holds if
and only if

ξi “ Γipξn´1q, 1 ď i ď n´ 2,

s “ θpΓ1pξn´1q, . . . ,Γn´2pξn´1q, ξn´1, 1q,
(3.9a)

for some smooth functions Γi, i “ 1, . . . , n´ 2 satisfying Γip0q “ 0. On I we form the Rn-valued
function τ ÞÑ Γpτq with the first n´ 2 components as defined in (3.9a) and

Γn´1pτq :“ τ, Γnpτq :“ 1. (3.9b)

With this definition, the formulæ in (3.9a) can be succinctly expressed as

ξ “ Γpξn´1q, s “ θ ˝ Γpξn´1q.
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Moreover, the ‘worst decay cone’ can then be defined as the cone generated by the curve Γ, given
by

C :“
 

λΓpτq : λ ą 0 and τ P I
(

.

Remark. For the model case γpsq “
řn
i“1

si

i! ~ei one may explicitly compute that

Γpτq “
n
ÿ

i“1

p´τqn´i

pn´ iq!
~ei.

The Wolff example revisited. In analogy with the example in [22], here we consider functions with
Fourier support on a union of balls with centres lying on the worst decay cone C. To this end,
let ε ą 0 be a small dimensional constant, chosen to satisfy the forthcoming requirements of the
argument, and

Nεpλq :“ ZX ts P R : |s| ď ελ1{nu.

The centres of the aforementioned balls are then given by

ξν :“ λΓpνλ´1{nq for all ν P Nεpλq. (3.10)

Fix η P C8c pR̂nq satisfying ηpξq “ 1 if |ξ| ď 1{2 and ηpξq “ 0 if |ξ| ě 1. Let 0 ă ρ ă 1 be
another dimensional constant, again chosen small enough to satisfy the forthcoming requirements
of the argument, and define Schwartz functions gν for ν P Nεpλq via the Fourier transform by

ĝνpξq :“ η
`

λ´1{nρ´1pξ ´ ξνq
˘

. (3.11)

We consider randomised sums of the functions (3.11). In particular, set

gωpxq :“
ÿ

νPNεpλq

rνpωqgνpxq for ω P r0, 1s, (3.12)

where trνu
8
ν“1 is the sequence of Rademacher functions. We claim

´

ˆ 1

0
}gω}pLppRnq dω

¯1{p
„ λ

1´ 1
p
` 1

2n . (3.13)

To prove this we apply Fubini’s theorem and Khinchine’s inequality (see, for instance, [19, Ap-
pendix D]) to see that the left hand side is (3.13) is equal to

›

›

›

´

ˆ 1

0
|gω|p dω

¯1{p›
›

›

LppRnq
„

›

›

›

´

ÿ

νPNεpλq

|gν |
2
¯1{2›

›

›

LppRnq
.

The right-hand side of the last display is equal to

›

›

›

´

ÿ

νPNεpλq

|λρnη̌pλ1{nρ ¨ q|2
¯1{2›

›

›

LppRnq
“

“

#Nεpλq
‰1{2
}λρnη̌pλ1{nρ ¨ q}LppRnq

„ λ
1
2n
`1´ 1

p ,

which yields (3.13). The above estimates depend on ρ , but since this parameter is chosen to be
a dimensional constant (independently of λ) this dependence is suppressed. Also note that so far
the argument is independent of the choice of the ξν .
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Asymptotics. The next step is to study the behaviour of the multiplier µ̂γ near the support of the
ĝν . The key result is Lemma 3.4 below, which relies on the asymptotics of µ̂γ near the worst decay
cone and the observation that the functions ĝν with the choice of ξν as in (3.10) are supported
near that cone.

Set ĝ`,νpξq :“ η`pλ
´1{nρ´1pξ ´ ξνqq where η` P C

8
c p

pRnq is such that η`pξq “ 1 for |ξ| ď 1 and
η`pξq “ 0 for |ξ| ą 3{2, so that ĝν “ ĝ`,ν ¨ ĝν . Let

φpξq :“ xγ ˝ θpξq, ξy. (3.14)

Lemma 3.4. If ε, ρ ą 0 are chosen sufficiently small, then for all λ ě 1 and ν P Nεpλq the
identity

µ̂γpξq “ e´iφpξqmpξq

holds on supp ĝ`,ν where

i) |mpξq| Á λ´1{n for ξ P supp ĝ`,ν ;
ii) The function aν :“ m´1 ¨ ĝ`,ν satisfies

|Bαξ aνpξq| ď Cαλ
p1´|α|q{n for all α P Nn0 .

The proof, which is based on the stationary phase method and, in particular, oscillatory integral
estimates from [6], is postponed until §3.5 below.

Lower bounds for the operator norm. For each ν P Nεpλq define fν by

f̂νpξq :“
ĝνpξq

µ̂γpξq

and consider the randomised sums

fωpxq :“
ÿ

νPNεpλq

rνpωqfνpxq for ω P r0, 1s.

Note that, by Lemma 3.4, the fω are well-defined smooth function with compact support (and
with bounds depending on λ). Furthermore, if gω is the function defined in (3.12), then

gω “ Aγf
ω. (3.15)

We proceed to estimate the Lp norm of fω, uniformly in ω.
We have fν “ Kν ˚ gν where the kernel Kν is given by

Kνpxq :“
1

p2πqn

ˆ
R̂n
eixx,ξyµ̂γpξq

´1ĝ`,νpξqdξ.

By Lemma 3.4 one may write µ̂γpξq
´1ĝ`,νpξq “ eiφpξqaνpξq where aν is supported where |ξ´ ξν | ď

2ρλ1{n and satisfies Bαξ aνpξq “ Opλp1´|α|q{nq. Setting

Eνpξq :“ φpξq ´ φpξνq ´ xBξφpξ
νq, ξ ´ ξνy,

xν :“ ´Bξφpξ
νq, (3.16)

it follows that

µ̂γpξq
´1ĝ`,νpξq “ eiφpξ

νqe´ixx
ν ,ξ´ξνyeiEνpξqaνpξq.

Applying a change of variable,

Kνpxq “ eipxx,ξ
νy`φpξνqq λ

p2πqn

ˆ
R̂n
eixλ

1{npx´xνq,ξyeiEνpξ
ν`λ1{nξqaνpξ

ν ` λ1{nξq dξ.
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By the homogeneity of φ, it follows that |Bαξ e
iEνpξν`λ1{nξq| Àα 1 for all multiindices α P Nn0 . On

the other hand, Lemma 3.4 implies thatˆ
R̂n
|Bαξ aνpξ

ν ` λ1{nξq| dξ Àα λ
1{n for all α P Nn0 .

Repeated integration-by-parts therefore yields

|Kνpxq| ÀN λpn`1q{np1` λ1{n|x´ xν |q´N for all N P Nn0 .
Consequently, the pointwise inequality

|fνpxq| À λpn`1q{np1` λ1{n|x´ xν |q´N À λpn`1q{n
ÿ

`ě0

2´`N1Bν`,λpxq

holds with Bν
`,λ :“ tx P Rn : |x´ xν | ď 2`λ´1{nu. Hence,

}fω}LppRnq À λpn`1q{n
ÿ

`ě0

2´`N
›

›

›

ÿ

νPNεpλq

1Bν`,λ

›

›

›

LppRnq
for all ω P r0, 1s. (3.17)

To estimate the terms of (3.17) for 2` ą ελ1{n use the immediate bound
›

›

›

ÿ

νPNεpλq

1Bν`,λ

›

›

›

LppRnq
À #Nεpλq ¨ 2

`n{pλ´1{p À 2`n{pλ1{n´1{p.

For 2` ď ελ1{n this may be improved upon using a separation property of the xν : namely,

|xν ´ xν
1

| Á λ´1{n|ν ´ ν 1|, (3.18)

provided the parameter ε ą 0 is chosen sufficiently small (independently of λ). The property

(3.18) implies that the balls Bν
`,λ, Bν1

`,λ are disjoint for |ν´ν 1| Á 2`. Assuming (3.18) for a moment

and taking 2` ď ελ1{n, we obtain

›

›

›

ÿ

νPNεpλq

1Bν`,λ

›

›

›

LppRnq
ď

2`´1
ÿ

i“0

›

›

›

ÿ

mPZ
|m|ďε2´`λ1{n

1
B2`m`i
`,λ

›

›

›

LppRnq

À

2`´1
ÿ

i“0

´

ÿ

mPZ
|m|ďε2´`λ1{n

›

›1
B2`m`i
`,λ

›

›

p

LppRnq

¯1{p

À 2`pλ1{n2´`q1{pp2`λ´1{nqn{p.

Applying the preceding bounds to estimate the terms in (3.17) and choosing N ą n´ n{p, this
leads to the uniform estimate

sup
ωPr0,1s

}fω}LppRnq À λpn`1q{n´pn´1q{np. (3.19)

Thus, one concludes from (3.15), (3.13) and (3.19), together with the fact that the fω are Fourier
supported where |ξ| „ λ, that

sup
fPLpXZλ

}Aγf}LppRnq

}f}LppRnq
ě

` ´ 1
0 }Aγf

ω}
p
LppRnq dω

˘1{p

supωPr0,1s }f
ω}LppRnq

“
p
´ 1

0 }g
ω}
p
LppRnq dω

˘1{p

supωPr0,1s }f
ω}LppRnq

Á λ
´ 1
n
p 1
2
` 1
p
q
,

which is the desired bound stated in Proposition 3.3.
It remains to verify the crucial separation property (3.18). Recall from (3.16) and (3.10) that

xν “ ´Bξφ
`

λΓpνλ´1{nq
˘

. Thus, by homogeneity, one wishes to bound

xν ´ xν
1

“ ´
“

pBξφq ˝ Γpνλ´1{nq ´ pBξφq ˝ Γpν 1λ´1{nq
‰

. (3.20)
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In particular, it suffices to show that

d

dτ
pBξφq ˝ Γpτq “ ´~e1 `Opτq. (3.21)

Indeed, applying Taylor’s theorem to (3.20) and using (3.21) to bound the linear term yields

xν ´ xν
1

“
ν ´ ν 1

λ1{n
¨ ~e1 `O

´

p|ν|`|ν1|q|ν´ν1|

λ2{n

¯

“
ν ´ ν 1

λ1{n
¨ ~e1 `O

´

ε |ν´ν
1|

λ1{n

¯

for all ν, ν1 P Nεpλq. Choosing ε ą 0 sufficiently small so as to control the error term establishes
(3.18).

Turning to the proof of (3.21), we have Bξφpξq “ γ ˝ θpξq ` xγ1 ˝ θpξq, ξyBξθpξq by the definition
of φ from (3.14). Since xγ1 ˝ θpξq, ξy “ 0 when ξ “ Γpτq, this yields

pBξφq ˝ Γpτq “ γ ˝ θpΓpτqq

and, consequently,
d

dτ
pBξφq ˝ Γpτq “ γ1 ˝ θpΓpτqq ¨ xBξθpΓpτqq,Γ

1pτqy.

By the initial reductions, γpjqp0q “ ~ej for 1 ď j ď n, and so

d

dτ
pBξφq ˝ Γpτq “ xBξθpΓp0qq,Γ

1p0qy ¨ ~e1 `Opτq. (3.22)

Thus, to prove (3.21) it suffices to show that the inner product in the above display is equal to

´1. Differentiating the defining equation xγpn´1q ˝ θpξq, ξy “ 0, one deduces that

Bξθpξq “ ´
1

xγpnq ˝ θpξq, ξy
γpn´1q ˝ θpξq.

Since, by uniqueness in (3.9a) and (3.9b) together with the initial reductions, Γp0q “ ~en and
θp~enq “ 0, it follows that pBξθq ˝ Γp0q “ ´~en´1. On the other hand, from (3.9b) it is clear that
x~en´1,Γ

1p0qy “ 1. Applying these observations to the formula in (3.22) concludes the proof.

3.5. Proof of Lemma 3.4. It remains to prove Lemma 3.4. To this end, we recall an asymptotic
expansion from [6], based on the following formula:ˆ 8

´8

eiλs
n
ds “ αnλ

´1{n for n “ 2, 3, . . . and λ ą 0, (3.23)

where αn is given by

αn :“

#

2
nΓp 1

nq sinp pn´1qπ
2n q if n is odd,

2
nΓp 1

nq exppi π2nq if n is even.
(3.24)

The derivation of (3.23) relies on contour integration arguments, whilst the formula itself yields
asymptotic expansions for integrals

´
R e

iλsnχpsq ds with χ P C80 : see, for instance, [20, VIII.1.3]
or [13, §7.7]. Similar asymptotic expansions remain valid under slight perturbation of the phase
function s ÞÑ sn, as demonstrated by the following lemma proved in [6]. We use the notation

}g}CmpIq :“ max
0ďjďm

supxPI |g
pjqpxq|.

Lemma 3.5 ([6], Lemma 5.1). Let 0 ă r ď 1, I “ r´r, rs, I˚ “ r´2r, 2rs and let g P C2pI˚q.
Suppose that

r ď
1

10p1` }g}C2pI˚qq

and let η P C1
c pRq be supported in I and satisfy the bounds

}η}8 ` }η
1}1 ď A0, and }η1}8 ď A1.
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Let n ě 2, define

Iλpη, wq :“

ˆ
R
ηpsq exp

`

iλp
n´2
ÿ

j“1

wjs
j ` sn ` gpsqsn`1q

˘

ds

and let αn be as in (3.24). Suppose |wj | ď δλpj´nq{n, j “ 1, . . . , n ´ 2. Then there is an absolute
constant C such that, for λ ą 2,

|Iλpη, wq ´ ηp0qαnλ
´1{n| ď CrA0δλ

´1{n `A1λ
´2{np1` βn log λqs;

here β2 :“ 1 and βn :“ 0 for n ą 2.

Lemma 3.4 is obtained via a fairly direct application of the above result.

Proof (of Lemma 3.4). Taylor expand the phase xγpsq, ξy with s “ θpξq ` h to obtain

xγpθpξq ` hq, ξy “ φpξq `
n
ÿ

j“1

ujpξq
hj

j!
` un`1pξ, hq

hn`1

pn` 1q!

where

ujpξq :“ xγpjq ˝ θpξq, ξy, for 1 ď j ď n,

un`1pξ, hq :“

ˆ 1

0
pn` 1qp1´ tqnxγpn`1qpθpξq ` thq, ξydt.

Recall that un´1pξq ” 0 by the definition of θpξq, whilst unpξq „ |ξ| „ λ for |ξ1| ď cξn. Thus,
writing

µ̂γpξq “ e´iφpξqmpξq

as in the statement of the lemma, it follows that the function m is given by

mpξq :“

ˆ
R
e
´ip

řn
j“1 ujpξq

hj

j!
`un`1pξ,hq

hn`1

pn`1q!
q
χpθpξq ` hqdh.

Thus, defining

Ψpξ, hq :“
n´2
ÿ

j“1

wjpξqh
j ` hn ` gpξ, hqhn`1 (3.25)

where

wjpξq :“
1

j!
¨
ujpξq

unpξq
and gpξ, hq :“

1

pn` 1q!
¨
un`1pξ, hq

unpξq
,

one may succinctly express m as

mpξq “

ˆ
R
e´iunpξqΨpξ,hqχpθpξq ` hqdh.

We now turn to proving the bounds on m stated in Lemma 3.4.

i) The desired pointwise lower bound on m follows from a direct application of Lemma 3.5. In
particular, by the definition of the ξν we have wjpξ

νq “ 0 for 1 ď j ď n´ 1 and therefore

|wjpξq| À ρλp1´nq{n and |gpξ, hq| À 1 for ξ P supp ĝν,`. (3.26)

Thus, provided ρ and ε are chosen small enough, Lemma 3.5 can be applied to show that

|mpξq| Á λ´1{n for all ξ P supp ĝ`,ν , (3.27)

as desired.

ii) It remains to show that

|Bαξ

“

m´1 ¨ ĝ`,ν
‰

pξq
ˇ

ˇ Àα λ
p1´|α|q{n for all α P Nn0 . (3.28)
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The derivative Bαξmpξq can be expressed as a sum of functions of the form

mα
κ,dpξq :“

ˆ
R
e
´ip

řn
j“1 ujpξq

hj

j!
`un`1pξ,hq

hn`1

pn`1q!
q
hκbαd pξ, hq dh, d` κ ě |α|,

where bαd P C
8pR̂nzt0u ˆ Rq and homogeneous of degree ´d in the ξ-variable. The key claim is

|mα
κ,dpξq| Àα λ

´p1`κq{n´d for ξ P supp ĝ`,ν . (3.29)

Indeed, once (3.29) is established it can be combined with (3.27) and the Leibniz rule the deduce
the desired bound (3.28).

The asserted bound (3.29) follows from
ˇ

ˇ

ˇ

ˆ
R
e´iunpξqΨpξ,hqχ1pξ, hqh

κdh
ˇ

ˇ

ˇ
À λ´p1`κq{n, (3.30)

where χ1 P C
8pR̂nzt0u ˆ Rq is homogeneous of degree zero with respect to ξ and vanishes unless

|h| À ε. To prove (3.30) we form a dyadic decomposition of the integral. Fix ζ0 P C
8
0 pRq such

that ζ0phq “ 1 for |h| ă 1{2 with supp ζ Ď r´1, 1s. For ` P N set ζ`phq “ ζ0p2
´`hq ´ ζ0p2

´`´1hq
and define

J`,λpξq :“

ˆ
R
e´iunpξqΨpξ,hqζ`pλ

1{nhqχ1pξ, hqqh
κ dh. (3.31)

By just a size estimate we have |J`,λpξq| À p2
`λ´1{nq1`κ, which we use for ` ď C. For larger ` we

use integration-by-parts.
Recall that the assumption ξ P supp ĝ`,ν implies the bounds (3.26). Consequently, on the

support of the integrand in (3.31), the dominant term in the formula for Ψ as given in (3.25) is
hn. Moreover,

ˇ

ˇ

ˇ

B

Bh
Ψpξ, hq

ˇ

ˇ

ˇ
„ p2`λ´1{nqn´1

and, similarly,
ˇ

ˇ

ˇ

Bi

Bhi
Ψpξ, hq

ˇ

ˇ

ˇ
À mintp2`λ´1{nqn´i, 1u.

Also, it is not difficult to show that
ˇ

ˇ

ˇ

Bi

Bhi
“

ζ`pλ
1{nhqχ1pξ, hqqh

κ
‰

ˇ

ˇ

ˇ
À p2`λ´1{nqκ´i.

Using these bounds we derive, by N -fold integration-by-parts,

|J`,λpξq| ÀN p2
`λ´1{nq1`κ2´`nN

and, by summing in `, obtain (3.30). �

3.6. The Christ example. We close this section by making an observation regarding an endpoint
case. We may rule out LdpRnq Ñ Ld1{dpR

nq boundedness under the maximal type d hypothesis for

d ě 3. Note that this corresponds to the critical vertices in the lower diagram in Figure 2. To
show the failure of the estimate, suppose that for some t0 with χpt0q ‰ 0, there is a unit vector u

with xu, γpkqpt0qy “ 0 for k “ 1, . . . , d´ 1 and xu, γpdqpt0qy ‰ 0. By a rotation we can assume that
γ1pt0q “ ~e1 and u “ ~e2, the standard coordinate vectors. The LdpRnq Ñ Ld1{dpR

nq boundedness is

equivalent with the statement that the multiplier

|ξ|1{dυpξq

ˆ
R
eixγptq,ξyχptqdt

belongs to the multiplier class MdpRnq; here υ P C8, equal to 1 for large ξ and vanishing in a

neighborhood of the origin. Since pξ2
1 ` ξ2

2q
1{2d|ξ|´1{d belongs to MppRnq for 1 ă p ă 8 we may
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replace in the display |ξ|1{d with pξ2
1 ` ξ2

2q
1{2d. Now apply the theorem by de Leeuw [8] on the

restriction of multipliers to subspaces to see that

pξ2
1 ` ξ

2
2q

1{2dυpξ1, ξ2, 0, . . . , 0q

ˆ
χptqeipγ1ptqξ1`γ2ptqξ2q dt

is a multiplier in MdpR2q which implies the LdpR2q Ñ Ld1{dpR
2q boundedness of the averaging

operator associated to the plane curve pγ1ptq, γ2ptqq. However the latter statement can be disproved
by using the argument of Christ [7], who considered the curve pt, tdq.

4. Initial reductions and auxiliary results

The remainder of the paper deals with the proof of Theorem 1.1. This section contains some
preliminary results, the most significant of which is the decoupling result in Theorem 4.4 which
lies at the heart of the proof.

4.1. Multiplier notation. From the reduction described in Proposition 2.3 it suffices to consider
γ P G4pδ0q where δ0 is a small parameter, as described at the end of §2. If f belongs to a suitable

a priori class, then the Fourier transform of Aγf is the product of f̂ and the multiplier

µ̂γpξq “

ˆ
R
e´ixγpsq,ξy χpsqds. (4.1)

Recall, again from the reduction described in Proposition 2.3, that we may assume χ P C8c pRq
satisfies suppχ Ď I0 “ r´δ0, δ0s.

Given m P L8pR̂4q, define the associated multiplier operator mpDq by

mpDqfpxq :“
1

p2πq4

ˆ
R̂4

eixx,ξympξqf̂pξqdξ

so that, in this notation, Aγ “ µ̂γpDq. We also define the associated Lp multiplier norms

}m}MppR4q :“ }mpDq}LppR4qÑLppR4q for 1 ď p ď 8.

To prove Theorem 1.1, we analyse various multipliers obtained by decomposing (4.1). To this

end, given a P C8pR̂4zt0u ˆ Rq, define

mraspξq :“

ˆ
R
e´ixγpsq,ξyapξ; sqχpsq ds. (4.2)

Any decomposition of the symbol a results in a corresponding decomposition of the multiplier.
We will also use the notation supp ξa to denote the projection of supp a Ď R̂4zt0uˆR into R̂4zt0u.

4.2. Reduction to band-limited functions. Given a symbol a P C8pR̂4zt0u ˆ Rq we perform
a dyadic decomposition in the frequency variable ξ as follows. Fix η P C8c pRq non-negative and
such that

ηprq “ 1 if r P r´1, 1s and supp η Ď r´2, 2s

and define βk P C8c pRq by

βkprq :“ ηp2´krq ´ ηp2´k`1rq (4.3)

for each k P Z. By a slight abuse of notation we also let η, βk P C8c pR̂4q denote the functions
ηpξq :“ ηp|ξ|q and βkpξq :“ βkp|ξ|q. One may then decompose

a “
8
ÿ

k“0

ak where akpξ; sq :“

"

apξ; sq ¨ βkpξq for k ě 1
apξ; sq ¨ ηpξq for k “ 0

. (4.4)

Theorem 1.1 is a direct consequence of the following result for multipliers localised to some
dyadic frequency band. Here we work with additional absolute constants 0 ă δj ď δ0 for 1 ď j ď 3,
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chosen sufficiently small for the purposes of the forthcoming arguments. In practice, we may simply
take δj :“ δ0 for j “ 1, 3 and δ2 :“ δ3

0 . It is also convenient to define δ4 :“ 9{10.

Theorem 4.1. Let γ P G4pδ0q and 1 ď J ď 4. Suppose that a P C8pR̂4zt0u ˆ Rq satisfies

|Bαξ B
N
s apξ; sq| Àα,N |ξ|

´|α| for all α P N4
0 and N P N0 (4.5)

and
$

&

%

inf
sPI0

|xγpJqpsq, ξy| ě δJ |ξ|

inf
sPI0

|xγpjqpsq, ξy| ď 4δj |ξ| for 1 ď j ď J ´ 1
for all ξ P suppξ a. (4.6)

If ak is defined as in (4.4), then

}mraks}MppR4q Àp 2´k{p (4.7)

for k ě 1 and p ą maxt2pJ ´ 1q, 1u.

The hypothesis (4.6) implies that

|xγpjqpsq, ξy| ď 8δ0|ξ| for all ξ P suppξ a, s P I0 and 1 ď j ď J ´ 1. (4.8)

Indeed, suppose s0 P I0 realises the infimum in (4.6) and let s P I0. Then the mean value theorem
implies

|xγpjqpsq, ξy| ď |xγpjqps0q, ξy| ` sup
tPI0

|γpj`1qptq||s´ s0||ξ| ď 8δ0|ξ|, (4.9)

using the fact that δj ď δ0 and the uniform derivative bounds for γ P G4pδ0q.

Proof of Theorem 1.1 given Theorem 4.1. By the reduction from §2 it suffices to consider γ P
G4pδ0q and χ P C8c pRq with suppχ Ď I0 “ r´δ0, δ0s. For 1 ď j ď 4 define the sets

Ej :“
!

ξ P S3 : inf
sPI0

|xγpjqpsq, ξy| ă δj

)

and Uj :“

#

NδjEj X S
3 if 1 ď j ď 3

Nδ0Ej X S
3 if j “ 4

,

where NδjEj denotes the δj-neighbourhood of Ej and S3 denotes the unit sphere in R̂4. Since

Uj is an open subset of S3 containing the compact subset clos Ej , there exists a smooth function
ρj : S3 Ñ r0,8q such that

ρjpωq “ 1 for ω P clos Ej and supp ρj Ď Uj .

For 1 ď J ď 4 define χJ P C
8pS3q by

χJ :“
´

J´1
ź

j“1

ρj

¯

¨ p1´ ρJq

These functions satisfy the following properties:

i) If ξ P S3 and ξ P suppχJ , then (4.6) holds;

ii)
ř4
J“1 χJ ” 1, as functions on S3.

Indeed, to see property i), note that if ξ P suppχJ , then ξ R clos EJ which implies the first bound
in (4.6). On the other hand, for 1 ď j ď J ´ 1 ď 3 it follows that ξ P Uj and so there exists some
ξ0 P Ej with |ξ ´ ξ0| ă δj . Consequently, there exists some s0 P I0 such that

|xγpjqps0q, ξy| ď |xγ
pjqps0q, ξ0y| ` |γ

pjqps0q||ξ ´ ξ0| ď 4δj , (4.10)

which is the second bound in (4.6). For property ii), note that (4.9) can be combined with the
argument in (4.10) to conclude that

sup
sPI0

|xγpjqpsq, ξy| ď 8δ0 for ξ P Uj , 1 ď j ď 3, and sup
sPI0

|xγp4qpsq, ξy| ď 9
10 ` 4δ0 for ξ P U4.
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Provided δ0 is sufficiently small, the non-degeneracy of γ P G4pδ0q implies
Ş4
j“1 Uj “ H. Since

ř4
J“1 χJ “ 1´

ś4
j“1 ρj , property ii) follows from the support conditions of the ρj .

In view of the above, we may apply Theorem 4.1 with apξq :“ χJpξ{|ξ|q for J “ 1, 2, 3, 4 and
sum in J to conclude that

}βkpDqAγf}LppR4q À 2´k{p}f}LppR4q for all k ě 0 (4.11)

and all p ą 6; note that the case k “ 0 trivially follows as Aγ is an averaging operator. To
pass from the frequency localised estimates (4.11) to genuine Lp-Sobolev bounds, one may apply
a Calderón–Zygmund estimate from [16]. This argument is described in the Appendix A: see
Proposition A.2. �

The hypothesis (4.5) implies that }F´1
ξ akp ¨ ; sq}L1pR4q À 1, where F´1

ξ denotes the inverse

Fourier transform in the ξ variable. Consequently, it is not difficult to show that the p “ 8 case
of (4.7) holds for all 1 ď J ď 4 (see also Lemma C.2). The problem is therefore to deduce the
estimate for p near to maxt2pJ ´ 1q, 1u.

Note that the proof of the J “ 1 case of Theorem 4.1 is trivial. Indeed, here the phase function of
(4.2) does not admit a critical point and the desired result follows by repeated integration-by-parts.

The proof of the J “ 2 case of Theorem 4.1 is also straightforward. Suppose γ P G4pδ0q and
a P C8pR4zt0u ˆ Rq satisfies the hypotheses Theorem 4.1 for J “ 2, with δ1 :“ δ0 and δ2 :“ δ3

0 .4

Note, in particular, that

|xγ2psq, ξy| ě δ3
0 |ξ| for all pξ; sq P suppξ aˆ I0.

Thus, the van der Corput lemma (see, for instance, [20, Chapter VIII, Proposition 2]) implies

}mraks}M2pR4q “ }mraks}L8pR4q À 2´k{2.

On the other hand, by the triangle inequality, Fubini’s theorem, translation-invariance and integration-
by-parts (see Lemma C.2),

}mraks}M8pR4q ď }F´1ak}L1pR4q À 1.

Interpolation yields

}mraks}MppR4q À 2´k{p for all 2 ď p ď 8,

which concludes the proof for the J “ 2 case.

From now on, we focus on the J “ 3 and J “ 4 cases of Theorem 4.1. These are proved in
Sections 5 and 6 respectively. Of these, the J “ 4 is the heart of the matter, and its proof is the
main contribution of this paper. Before turning to the proofs, we state some auxiliary results.

4.3. The Frenet frame. At this juncture it is convenient to recall some elementary concepts
from differential geometry which feature in our proof. Given a smooth non-denegenate curve
γ : I Ñ Rn, the Frenet frame is the orthonormal basis resulting from applying the Gram–Schmidt
process to the vectors

tγ1psq, . . . , γpnqpsqu,

which are linearly independent in view of the condition (1.2). Defining the functions5

κ̃jpsq :“ xe1jpsq, ej`1psqy for j “ 1, . . . , n´ 1,

4The choice of δ1, δ2 is not important for the argument in the J “ 2 case, but is kept for consistency.
5Note that the κ̃j depend on the choice of parametrisation and only agree with the (geometric) curvature functions

κjpsq :“
xe1jpsq, ej`1psqy

|γ1psq|

if γ is unit speed parametrised. Here we do not assume unit speed parametrisation.
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one has the classical Frenet formulæ

e11psq “ κ̃1psqe2psq,

e1ipsq “ ´κ̃i´1psqei´1psq ` κ̃ipsqei`1psq, i “ 2, . . . , n´ 1,

e1npsq “ ´κ̃n´1psqen´1psq.

Repeated application of these formulæ shows that

e
pkq
i psq K ejpsq whenever 0 ď k ă |i´ j|.

Consequently, by Taylor’s theorem

|xeips1q, ejps2qy| Àγ |s1 ´ s2|
|i´j| for 1 ď i, j ď n and s1, s2 P I. (4.12)

Furthermore, one may deduce from the definition of tejpsqu
n
j“1 that

|xγpiqps1q, ejps2qy| Àγ |s1 ´ s2|
pj´iq_0 for 1 ď i, j ď n and s1, s2 P I. (4.13)

In this paper, much of the microlocal geometry of the operator Aγ is expressed in terms of the
Frenet frame.

4.4. A decoupling inequality for regions defined by the Frenet frame. Let γ : I Ñ Rn be
a non-degenerate curve.

Definition 4.2. Given 2 ď d ď n ´ 1 and 0 ă r ď 1, for each s P I let πd´1ps; rq denote the set

of all ξ P R̂n satisfying the following conditions:

|xejpsq, ξy| ď rd`1´j for 1 ď j ď d, (4.14a)

1{2 ď |xed`1psq, ξy| ď 1 (4.14b)

|xejpsq, ξy| ď 1 for d` 2 ď j ď n. (4.14c)

Such sets πd´1ps; rq are referred to as pd´ 1, rq-Frenet boxes.

Definition 4.3. A collection Pd´1prq of pd´ 1, rq-Frenet boxes is a Frenet box decomposition for
γ if it consists of precisely the pd´ 1, rq-Frenet boxes πd´1ps; rq for s varying over a r-net in I.

In some instances it is useful to highlight the underlying curve and write πd´1,γps; rq for
πd´1ps; rq. The relevance of the d´ 1 index is made apparent in Definition 7.4.

Central to the proof of Theorem 1.1 is the following decoupling inequality.

Theorem 4.4. Let 2 ď d ď n ´ 1, 0 ď δ ! 1, 0 ă r ď 1 and Pd´1prq be a pd ´ 1, rq-Frenet box
decomposition for γ P Gnpδq. For all 2 ď p ď 8 and ε ą 0 the inequality

›

›

ÿ

πPPd´1prq

fπ
›

›

LppRnq Àn,γ,ε r
´αppq´ε

´

ÿ

πPPd´1prq

}fπ}
p
LppRnq

¯1{p

holds with exponent

αppq :“

$

&

%

1
2 ´

1
p if 2 ď p ď dpd` 1q

1´ dpd`1q`2
2p if dpd` 1q ď p ď 8

for any tuple of functions pfπqπPPd´1prq satisfying supp f̂π Ď π.

This theorem corresponds to a conic version of the Bourgain–Guth–Demeter decoupling inequal-
ity for the moment curve [5]. Theorem 4.4 can be deduced from the moment curve decoupling via
rescaling and induction-on-scale arguments, following a scheme originating in [17]. The details of
this argument are presented in §7.
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5. The proof of Theorem 4.1: The J “ 3 case

We now turn to the proof of Theorem 1.1 proper. Recall, it remains to prove the J “ 3 and J “ 4
cases of Theorem 4.1. Here we present the analysis of the J “ 3 case, which essentially mirrors
that of [17]. The present section can therefore be thought of as a warm up for the significantly
more involved argument used to treat J “ 4 in §6.

5.1. Preliminaries. Suppose γ P G4pδ0q and a P C8pR̂4zt0u ˆ Rq satisfies the hypotheses Theo-
rem 4.1 for J “ 3, with δ1 :“: δ3 :“ δ0 and δ2 :“ δ3

0 . Note, in particular, that

#

|xγp3qpsq, ξy| ě δ0|ξ|

|xγpjqpsq, ξy| ď 8δ0|ξ| for j “ 1, 2
for all pξ; sq P suppξ aˆ I0, (5.1)

as a consequence of (4.8). If ak :“ a ¨ βk, as introduced in §4.2, this implies, via van der Corput’s
lemma with third order derivatives, that

}mrakspξq} À 2´k{3. (5.2)

Arguing as for J “ 2, Plancherel’s theorem and interpolation with a trivial L8 estimate yields

}mraks}MppR4q À 2´2k{3p for all 2 ď p ď 8.

In order to obtain the improved bound }mraks}MppR4q À 2´k{p, we decompose the symbol ak into
localised pieces which admit more refined decay rates than (5.2).

5.2. Geometry of the slow decay cone. The first step is to isolate regions of the frequency
space where the multiplier mras decays relatively slowly. Owing to stationary phase considerations,
this corresponds to a region around the cone

Γ :“
!

ξ P suppξ a : xγpjqpsq, ξy “ 0, j “ 1, 2, for some s P I0

)

.

To analyse this region, and the corresponding decay rates for mras, we make the following simple
observation.

Lemma 5.1. If ξ P suppξ a, then the equation xγ2psq, ξy “ 0 has a unique solution in 5
4 ¨ I0.

The above lemma follows from the localisation of the symbol in (5.1) and (4.6) via the mean
value theorem. The details are left to the interested reader (see [1, Lemma 6.1] for a proof using
similar arguments).

Using Lemma 5.1, we construct a smooth mapping θ : suppξ aÑ r´1, 1s such that

xγ2 ˝ θpξq, ξy “ 0 for all ξ P suppξ a.

It is easy to see that θ is homogeneous of degree 0. This function can be used to construct a
natural Whitney decomposition with respect to the cone Γ defined above. In particular, let

upξq :“ xγ1 ˝ θpξq, ξy for all ξ P suppξ a; (5.3)

this quantity plays a central rôle in our analysis. If upξq “ 0, then ξ P Γ and so, roughly speaking,
upξq measures the distance of ξ from Γ.
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5.3. Decomposition of the symbols. Consider the frequency localised symbols ak :“ a ¨ βk, as
introduced in §4.2. We decompose each ak with respect to the size of |upξq|. In particular, write

ak “

tk{3u
ÿ

`“0

ak,` (5.4)

where tk{3u denotes the greatest integer less than or equal to k{3 and6

ak,`pξ; sq :“

#

akpξ; sqβ
`

2´k`2`upξq
˘

if 0 ď ` ă tk{3u

akpξ; sqη
`

2´k`2tk{3uupξq
˘

if ` “ tk{3u

. (5.5)

The J “ 3 case of Theorem 4.1 is a consequence of the following bound for the localised pieces
of the multiplier.

Proposition 5.2. Let 4 ď p ď 6, k P N and ε ą 0. For all 0 ď ` ď tk{3u,

}mrak,`s}MppR4q Àε,p 2´k{p´`p1{2´2{p´εq.

Proof of J “ 3 case of Theorem 4.1, assuming Proposition 5.2. Let 4 ă p ď 6 and define εp :“
1
2

`

1
2 ´

2
p

˘

ą 0. Apply the decomposition (5.4) and Proposition 5.2 to deduce that

}mraks}MppR4q ď

tk{3u
ÿ

`“0

}mrak,`s}MppR4q Àp 2´k{p
8
ÿ

`“0

2´`p1{2´2{p´εpq Àp 2´k{p.

This establishes the desired result for 4 ă p ď 6. The remaining range 6 ă p ď 8 follows by
interpolation with a trivial L8 estimate. �

The rest of §5 is devoted to establishing Proposition 5.2. Before proceeding, it is instructive
to reflect on the rationale behind the decomposition (5.4). A lower bound on |upξq| ensures that
the functions s ÞÑ xγ1psq, ξy and s ÞÑ xγ2psq, ξy do not vanish simultaneously. Quantifying this
observation, one obtains, via the van der Corput lemma, the decay estimate

|mrak,`spξq| À 2´k{2``{2; (5.6)

see Lemma 5.6 below. This improves upon the trivial decay rate (5.2) since ` varies over the range
0 ď ` ď tk{3u. Note that ` “ k{3 corresponds to the critical value where (5.2) and (5.6) agree.

By Plancherel’s theorem, (5.6) implies

}mrak,`s}M2pR4q À 2´k{2``{2.

As ` increases this estimate becomes weaker. To compensate for this, we attempt to establish
stronger estimates for the M8pR4q norm. This is not possible, however, for the entire multiplier
and a further decomposition is required. The upξq localisation means that mrak,`s is supported in
a neighbourhood of the cone Γ. Consequently, one may apply a decoupling theorem for this cone
(in particular, an instance of Theorem 4.4) to radially decompose the multipliers. It transpires
that each radially localised piece is automatically localised along the curve in the physical space,
and this leads to favourable M8pR4q bounds: see Lemma 5.5 and Lemma 5.7 below.

6The β function should be defined slightly differently compared with (4.3) and, in particular, here βprq :“
ηp2´2rq ´ ηprq. Such minor changes are ignored in the notation.
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5.4. Fourier localisation and decoupling. The first step towards Proposition 5.2 is to radially
decompose the symbols in terms of θpξq. Fix a smooth cutoff ζ P C8pRq with supp ζ Ď r´1, 1s
such that

ř

kPZ ζp ¨ ´ kq ” 1 and write

ak,`pξ; sq “
ÿ

µPZ
aµk,`pξ; sq where aµk,`pξ; sq :“ ak,`pξ; sqζp2

`θpξq ´ µq. (5.7)

Given 0 ă r ď 1 and s P I, recall the definition of the p1, rq-Frenet boxes π1ps; rq introduced in
Definition 4.2:

π1ps; rq :“
 

ξ P R̂4 : |xejpsq, ξy| À r3´j for j “ 1, 2, |xe3psq, ξy| „ 1, |xe4psq, ξy| À 1
(

. (5.8)

Here pejq
4
j“1 denotes the Frenet frame, as introduced in §4.3. The multipliers aµk,` satisfy the

following support properties.

Lemma 5.3. With the above definitions,

suppξ a
µ
k,` Ď 2k ¨ π1psµ; 2´`q

for all 0 ď ` ď tk{3u and µ P Z, where sµ :“ 2´`µ.

Proof. For ξ P suppξ a
µ
k,` observe that

|xγpiq ˝ θpξq, ξy| À 2k´p3´iq`_0 for 1 ď i ď 4, |xγp3q ˝ θpξq, ξy| „ 2k.

Since the Frenet vectors ei ˝ θpξq are obtained from the γpiq ˝ θpξq via the Gram–Schmidt process,

the matrix corresponding to change of basis from
`

ei˝θpξq
˘4

i“1
to

`

γpiq˝θpξq
˘4

i“1
is lower triangular.

Furthermore, the initial localisation implies that this matrix is an Opδq perturbation of the identity.
Consequently, provided δ ą 0 is chosen sufficiently small,

|xei ˝ θpξq, ξy| À 2k´p3´iq`_0 for 1 ď i ď 4, |xe3 ˝ θpξq, ξy| „ 2k.

On the other hand, by (5.7) we also have |θpξq ´ sµ| À 2´` and so (4.12) implies that

|xei ˝ θpξq, ejpsµqy| À |θpξq ´ sµ|
|i´j| À 2´pi´jq`.

Writing ξ with respect to the orthonormal basis
`

ej ˝ θpξq
˘4

j“1
, it follows that

|xejpsµq, ξy| ď
4
ÿ

i“1

|xei ˝ θpξq, ξy||xei ˝ θpξq, ejpsµqy| À 2k´p3´jq`_0.

Thus, ξ satisfies all the required upper bounds appearing in (5.8). Provided the parameter δ ą 0
is sufficiently small, the argument can easily be adapted to prove the remaining lower bound for
xe3psµq, ξy. �

In view of the Fourier localisation described above, we have the following decoupling inequality.

Proposition 5.4. For all 2 ď p ď 6 and ε ą 0 one has

›

›

›

ÿ

µPZ
mraµk,`spDqf

›

›

›

LppR4q
Àε 2`p1{2´1{pq`ε`

´

ÿ

µPZ
}mraµk,`spDqf}

p
LppR4q

¯1{p
.

Proof. In view of the support conditions from Lemma 5.3, after a simple rescaling, the desired
result follows from Theorem 4.4 with d´ 1 “ 1, n “ 4 and r “ 2´`. �
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5.5. Localisation along the curve. The θpξq localisation introduced in the previous subsection
induces a corresponding localisation along the curve in the physical space. In particular, the main
contribution to mraµk,`s arises from the portion of the curve defined over the interval |s´sµ| ď 2´`.

This is made precise in Lemma 5.5 below.
Here it is convenient to introduce a ‘fine tuning’ constant ρ ą 0. This is a small (but absolute)

constant which plays a minor technical rôle in the forthcoming arguments: taking ρ :“ 10´6 more
than suffices for our purposes.

For 0 ď ` ď tk{3u, µ P Z and ε ą 0, define

a
µ,pεq
k,` pξ; sq :“ ak,`pξ; sqζp2

`θpξq ´ µqηpρ2`p1´εqps´ sµqq. (5.9)

The key contribution to the multiplier comes from the symbol a
µ,pεq
k,` .

Lemma 5.5. Let 2 ď p ă 8 and ε ą 0. For all 0 ď ` ď tk{3u,

}mraµk,` ´ a
µ,pεq
k,` s}MppR4q ÀN,ε,p 2´kN for all N P N.

Proof. It is clear that the multipliers satisfy a trivial L8-estimate with operator norm Op2Ckq for
some absolute constant C ě 1. Thus, by interpolation, it suffices to prove the rapid decay estimate
for p “ 2 only. This amounts to showing that, under the hypotheses of the lemma,

}mraµk,` ´ a
µ,pεq
k,` s}L8pR̂4q

ÀN,ε 2´kN for all N P N.

Here the localisation of the ak,` symbols ensures that

|upξq| À 2k´2` for all pξ; sq P supp paµk,` ´ a
µ,pεq
k,` q, (5.10)

where u is the function introduced in (5.3). On the other hand, provided ρ is sufficiently small,
the additional localisation in (5.7) and (5.9) implies, via the triangle inequality,

|s´ θpξq| Á ρ´12´`p1´εq for all pξ; sq P supp paµk,` ´ a
µ,pεq
k,` q. (5.11)

Fix ξ P suppξ pa
µ
k,` ´ a

µ,pεq
k,` q and consider the oscillatory integral mraµk,` ´ a

µ,pεq
k,` spξq, which has

phase s ÞÑ xγpsq, ξy. Taylor expansion around θpξq yields

xγ1psq, ξy “ upξq ` ω1pξ; sq ¨ ps´ θpξqq
2, (5.12)

xγ2psq, ξy “ ω2pξ; sq ¨ ps´ θpξqq (5.13)

where the ωi arise from the remainder terms and satisfy |ωipξ; sq| „ 2k. Provided ρ is sufficiently
small, (5.10) and (5.11) imply that the ω1pξ; sq ¨ ps´ θpξqq

2 term dominates the right-hand side of
(5.12) and therefore

|xγ1psq, ξy| Á 2k|s´ θpξq|2 for all pξ; sq P supp paµk,` ´ a
µ,pεq
k,` q. (5.14)

Furthermore, (5.13), (5.14) and the localisation (5.11) immediately imply

|xγ2psq, ξy| À 2´k`3`p1´εq|xγ1psq, ξy|2,

|xγpjqpsq, ξy| À 2k Àj 2´pk´3`p1´εqqpj´1q|xγ1psq, ξy|j for all j ě 3

for all pξ; sq P supp paµk,` ´ a
µ,pεq
k,` q.

On the other hand, by the definition of the symbols, (5.14) and the localisation (5.11),

|BNs pa
µ
k,` ´ a

µ,pεq
k,` qpξ; sq| ÀN 2`N À 2´pk´3`qN´2ε`N |xγ1psq, ξy|N for all N P N.

Thus, by repeated integration-by-parts (via Lemma C.1, with R “ 2k´3``2ε` ě 1),

|mraµk,` ´ a
µ,pεq
k,` spξq| ÀN 2´pk´3`qN´2ε`N for all N P N.
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Since 0 ď ` ď tk{3u ď k{3, the desired bound follows. �

5.6. Estimating the localised pieces. The multiplier operators mra
µ,pεq
k,` spDq satisfy favourable

L2 and L8 bounds, owing to the upξq and s localisation, respectively.

Lemma 5.6. For all 0 ď ` ď tk{3u, µ P Z and ε ą 0, we have

}mra
µ,pεq
k,` s}M2pR4q À 2´k{2``{2.

Proof. If ` “ tk{3u, then the desired estimate follows from Plancherel’s theorem and van der
Corput lemma with third order derivatives, as the localisation (5.1) implies

|xγp3qpsq, ξy| Á 2k for all pξ, sq P supp ak,`.

For the remaining case, it suffices to show that

|xγ1psq, ξy| ` 2´`|xγ2psq, ξy| Á 2k´2` for all pξ; sq P supp a
µ,pεq
k,` . (5.15)

Here the localisation of the symbol ensures the key property

|upξq| „ 2k´2` for all pξ; sq P supp a
µ,pεq
k,` . (5.16)

Indeed, this follows from (5.5) together with the hypothesis 0 ď ` ă tk{3u.
By Taylor expansion around θpξq, one has

xγ1psq, ξy “ upξq ` ω1pξ; sq ¨ ps´ θpξqq
2, (5.17)

xγ2psq, ξy “ ω2pξ; sq ¨ ps´ θpξqq, (5.18)

where the functions ωi arise from the remainder terms and satisfy |ωipξ; sq| „ 2k for i “ 1, 2.
The analysis now splits into two cases.

Case 1: |s ´ θpξq| ă ρ2´`. Provided ρ is sufficiently small, (5.16) implies that the upξq term
dominates in the right-hand side of (5.17) and therefore |xγ1psq, ξy| Á 2k´2`.

Case 2: |s´ θpξq| ě ρ2´`. In this case, (5.18) implies that |xγ2psq, ξy| Á ρ2k´`.

In either case, the desired bound (5.15) holds. �

Lemma 5.7. For all 0 ď ` ď tk{3u, µ P Z and ε ą 0,

}mra
µ,pεq
k,` s}M8pR4q À 2´`p1´εq.

Proof. By Lemma 5.3, we have suppξ a
µ
k,` Ď 2k ¨π1psµ; 2´`q. Consequently, an integration-by-parts

argument (see Lemma C.2) reduces the problem to showing

|∇N
vja

µ
k,`pξq| ÀN 2´pk´p3´jq`_0qN for all 1 ď j ď 4 and all N P N0, (5.19)

where ∇vj denotes the directional derivative in the direction of the vector vj :“ ejpsµq.

Given ξ P suppξ a
µ
k,`, we claim that

2`|∇N
vjθpξq| ÀN 2´pk´p3´jq`_0qN and 2´k`2`|∇N

vjupξq| ÀN 2´pk´p3´jq`_0qN (5.20)

for all N P N. Assuming that this is so, the derivative bounds (5.19) follow directly from the chain
and Leibniz rule, applying (5.20).

The claimed bounds in (5.20) follow from repeated application of the chain rule, provided

|xγp3q ˝ θpξq, ξy| Á 2k, (5.21a)

|xγpKq ˝ θpξq, ξy| ÀK 2k``pK´3q, (5.21b)

|xγpKq ˝ θpξq,vjy| ÀK 2p3´jq`_0``pK´3q (5.21c)
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hold for all K ě 2 and all ξ P suppξ a
µ
k,`. In particular, assuming (5.21a), (5.21b) and (5.21c), the

bounds in (5.20) are then a consequence of Lemma B.1 in the appendix: (5.20) corresponds to
(B.2) and (B.4) whilst the hypotheses in the above display correspond to (B.1) and (B.3). Here
the parameters featured in the appendix are chosen as follows:

g h A B M1 M2 e

γ2 γ1 2k´` 2k´2` 2´k`p3´jq`_0 2` vj

See Example B.2.
The conditions (5.21a), (5.21b) and (5.21c) are direct consequences of the support properties of

the aµk,`. Indeed, (5.21a) and the K ě 3 case of (5.21b) are trivial consequences of the localisation

of the symbol ak. The remaining K “ 2 case of (5.21b) follows immediately since xγ2˝θpξq, ξy “ 0.
Finally, (4.13) together with the θ localisation imply

|xγpKq ˝ θpξq,vjy| ÀK |θpξq ´ sµ|
pj´Kq_0 À 2´ppj´Kq_0q`

and this is easily seen to imply (5.21c). �

Lemma 5.6 and Lemma 5.7 can be combined to obtain the following Lp bounds.

Corollary 5.8. Let 0 ď ` ď tk{3u and ε ą 0. For all 2 ď p ď 8,
´

ÿ

µPZ
}mra

µ,pεq
k,` spDqf}

p
LppR4q

¯1{p
À 2´k{p´`p1´3{pq`ε`}f}LppR4q.

When p “ 8 the left-hand `p-sum is interpreted as a supremum in the usual manner.

Proof. For p “ 2 the estimate follows by combining the L2 bounds from Lemma 5.6 with a
simple orthogonality argument. For p “ 8 the estimate is a restatement of the L8 bound from
Lemma 5.7. Interpolating these two endpoint cases, using mixed norm interpolation (see, for
instance, [21, §1.18.4]), concludes the proof. �

5.7. Putting everything together. We are now ready to combine the ingredients to conclude
the proof of Proposition 5.2.

Proof of Proposition 5.2. By Proposition 5.4, for all 2 ď p ď 6 and all ε ą 0 one has

}mrak,`spDqf}LppR4q “

›

›

›

ÿ

µPZ
mraµk,`spDqf

›

›

›

LppR4q
Àε 2`p1{2´1{pq`ε`

´

ÿ

µPZ
}mraµk,`spDqf}

p
LppR4q

¯1{p
.

Moreover, for all 2 ď p ă 8, µ P Z and all ε ą 0, Lemma 5.5 implies that

}mraµk,`s}MppR4q ÀN,ε,p

›

›

›

ÿ

µPZ
mra

µ,pεq
k,` s

›

›

›

MppR4q
` 2´kN for all N P N.

Combining the above, we obtain that for all 2 ď p ď 6 and all ε ą 0,

}mrak,`spDqf}LppR4q Àε,p 2`p1{2´1{pq`ε`
´

ÿ

µPZ
}mraµk,`spDqf}

p
LppR4q

¯1{p
` 2´kN}f}LppR4q

which together with Corollary 5.8 yields

}mrak,`spDqf}LppR4q Àε 2´k{p´`p1{2´2{p´2εq}f}LppR4q.

Since ε ą 0 was chosen arbitrarily, this is the required bound. �

We have established Proposition 5.2 and therefore completed the proof of the J “ 3 case of
Theorem 4.1.
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6. The proof of Theorem 4.1: The J “ 4 case

The analysis used to prove the J “ 4 case of Theorem 4.1 is much more involved than that for
J “ 3. This case constitutes to the main content of Theorem 4.1.

6.1. Preliminaries. Suppose γ P G4pδ0q and a P C8pR̂4zt0u ˆ Rq satisfies the hypotheses of
Theorem 4.1 for J “ 4 with δ1 :“: δ3 :“ δ0, δ2 :“ δ3

0 and δ4 :“ 9{10.7 Note, in particular, that
#

|xγp4qpsq, ξy| ě 9
10 ¨ |ξ|

|xγpjqpsq, ξy| ď 8δ0|ξ| for j “ 1, 2, 3
for all pξ; sq P suppξ aˆ I0, (6.1)

as a consequence of (4.8). We note two further consequences of this technical reduction:

‚ Recall γpjqp0q “ ~ej for 1 ď j ď 4 and so (6.1) immediately implies that

|ξ4| ě
9
10 ¨ |ξ| and |ξj | ď 8δ0|ξ| for j “ 1, 2, 3, for all ξ P suppξ a.

‚ Since γ P G4pδ0q, we have }γp5q}8 ď δ0. Thus, provided δ0 is sufficiently small,

|xγp4qpsq, ξy| ě 1
2 ¨ |ξ| for all pξ; sq P suppξ aˆ r´1, 1s. (6.2)

Observe that this inequality holds on the large interval r´1, 1s, rather than just I0.

Henceforth, we also assume that ξ4 ą 0 for all ξ P suppξ a. In particular,

xγp4qpsq, ξy ą 0 for all pξ; sq P suppξ aˆ r´1, 1s (6.3)

and thus, for each ξ P suppξ a, the function s ÞÑ xγ2psq, ξy is strictly convex on r´1, 1s. The
analysis for the portion of the symbol supported on the set tξ4 ă 0u follows by symmetry.

If ak :“ a ¨ βk, as introduced in §4.2, the derivative bound (6.1) implies, via the van der Corput
lemma, that

|mrakspξq| À 2´k{4. (6.4)

Thus, Plancherel’s theorem and interpolation with a trivial L8 estimate, as in the J “ 2 case,
yields

}mraks}MppR4q À 2´k{2p for all 2 ď p ď 8.

As in the J “ 3 case, to obtain the improved bound }mraks}MppR4q À 2´k{p, we decompose the
symbol ak into localised pieces which admit more refined decay rates than (6.4). This decomposi-
tion is, however, significantly more involved than that used in the previous section.

6.2. Geometry of the slow decay cones. The first step is to isolate regions of the frequency
space where the multiplier mras decays relatively slowly. Owing to stationary phase considerations,
this corresponds to the regions around the conic varieties

Γd´1 :“ tξ P suppξ a : xγpjqpsq, ξy “ 0, 1 ď j ď d, for some s P I0u, 2 ď d ď 3.

Note that Γd´1 has codimension d ´ 1, which motivates the choice of index. Since Γ2 Ď Γ1, the
decay rate for the multiplier mras depends on the relative position with respect to both cones. To
analyse this, we begin with the following observation, which helps us to understand the geometry
of Γ2.

Lemma 6.1. If ξ P suppξ a, then the equation xγp3qpsq, ξy “ 0 has a unique solution in s P r´1, 1s,
which corresponds to the unique global minimum of the function s ÞÑ xγ2psq, ξy. Furthermore, the
solution has absolute value Opδ0q.

7The choice δ2 :“ δ30 is not relevant to this part of the argument (we may simply take δ2 :“ δ0) but is used for
consistency with the previous section.
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The above lemma quickly follows from (6.3) and the localisation of the symbol via the mean
value theorem. A detailed proof (of a very similar result) can be found in [1, Lemma 6.1].

By Lemma 6.1, there exists a unique smooth mapping θ2 : suppξ aÑ r´1, 1s such that

xγp3q ˝ θ2pξq, ξy “ 0 for all ξ P suppξ a.

It is easy to see that θ2 is homogeneous of degree 0. Define the quantities

u1,2pξq :“ xγ1 ˝ θ2pξq, ξy and u2pξq :“ xγ2 ˝ θ2pξq, ξy for all ξ P suppξ a.

Note that ξ P Γ2 if and only if u1,2pξq “ u2pξq “ 0 and thus, roughly speaking, together the
quantities |u2pξq| and |u1,2pξq| measure the distance of ξ to Γ2.

The next observation helps us to understand the geometry of the cone Γ1.

Lemma 6.2. Let ξ P suppξ a and consider the equation

xγ2psq, ξy “ 0. (6.5)

i) If u2pξq ą 0, then the equation (6.5) has no solution on r´1, 1s.
ii) If u2pξq “ 0, then the equation (6.5) has only the solution s “ θ2pξq on r´1, 1s.

iii) If u2pξq ă 0, then the equation (6.5) has precisely two solutions on r´1, 1s. Both solutions

have absolute value Opδ
1{2
0 q.

Again, this lemma quickly follows using the information in Lemma 6.1, the localisation of the
symbol and Taylor expansion. The relevant details can be found in [1, Lemma 6.2].

Using Lemma 6.2, we construct a (unique) pair of smooth mappings

θ˘1 : tξ P suppξ a : u2pξq ă 0u Ñ r´1, 1s

with θ´1 pξq ď θ`1 pξq which satisfies

xγ2 ˝ θ˘1 pξq, ξy “ 0 for all ξ P suppξ a with u2pξq ă 0.

Define the functions

u˘1 pξq :“ xγ1 ˝ θ˘1 pξq, ξy and u˘3,1pξq :“ xγp3q ˝ θ˘1 pξq, ξy for all ξ P suppξ a with u2pξq ă 0

and note that ξ P Γ1 if and only if u`1 pξq “ 0 or u´1 pξq “ 0. For this reason, we introduce

u1pξq :“

$

&

%

u`1 pξq if |u`1 pξq| “ min
˘
|u˘1 pξq|

u´1 pξq if |u´1 pξq| “ min
˘
|u˘1 pξq|

and θ1pξq :“

#

θ`1 pξq if u1pξq “ u`1 pξq

θ´1 pξq if u1pξq “ u´1 pξq
,

which clearly satisfy
u1pξq “ xγ

1 ˝ θ1pξq, ξy.

Roughly speaking, the quantity |u1pξq| measures the distance of ξ from Γ1. Furthermore, if ξ P Γ1

satisfies u3,1pξq “ 0 where

u3,1pξq :“ xγp3q ˝ θ1pξq, ξy,

then ξ P Γ2. Thus, again, |u3,1pξq| may be interpreted as measuring the distance of ξ P Γ1 to Γ2.

The following lemma relates important information regarding the functions θ2pξq, θ
˘
1 pξq and

the associated quantities u2pξq, u1,2pξq, u
˘
1 pξq, u

˘
3,1pξq.

Lemma 6.3. Let ξ P suppξ a with u2pξq ă 0. Then the following hold:

i)
ˇ

ˇu˘3,1
`

ξ
|ξ|

˘ˇ

ˇ „ |θ˘1 pξq ´ θ2pξq| „ |θ
`
1 pξq ´ θ

´
1 pξq| „

ˇ

ˇu2

`

ξ
|ξ|

˘ˇ

ˇ

1{2
,

ii)
ˇ

ˇu1,2

`

ξ
|ξ|

˘

´ u˘1
`

ξ
|ξ|

˘
ˇ

ˇ À
ˇ

ˇu2

`

ξ
|ξ|

˘
ˇ

ˇ

3{2
,
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iii)
ˇ

ˇu`1
`

ξ
|ξ|

˘

´ u´1
`

ξ
|ξ|

˘ˇ

ˇ „
ˇ

ˇu2

`

ξ
|ξ|

˘ˇ

ˇ

3{2
.

Proof. i) This is almost immediate from Taylor expansion around θ2pξq, and around θ´1 pξq in the
last display. The interested reader is referred to [1, Lemma 6.3] for details of a closely related
calculation.

ii) By Taylor expansion around θ˘1 pξq,

u1,2pξq “ u˘1 pξq ` u
˘
3,1pξq ¨

pθ2pξq ´ θ
˘
1 pξqq

2

2
` ω4pξq ¨ pθ2pξq ´ θ

˘
1 pξqq

3,

where |ω4pξq| „ |ξ|. The desired estimate follows from the above expansion and part i).

iii) By part i), it suffices to show

|u`1 pξq ´ u
´
1 pξq| „ |u2pξq||θ

`
1 pξq ´ θ

´
1 pξq|. (6.6)

To this end, note that

u`1 pξq ´ u
´
1 pξq “

ˆ θ`1 pξq

θ´1 pξq
xγ2psq, ξyds.

By Lemma 6.1, u2pξq ď xγ
2psq, ξy ď 0 for θ´1 pξq ď s ď θ`1 pξq. Thus, the upper bound in (6.6)

immediately follows from the above identity and the triangle inequality. To see the lower bound
in (6.6), recall from (6.3) that the function s ÞÑ φpsq :“ xγ2psq, ξy is strictly convex in r´1, 1s and
that φ ˝ θ`1 pξq “ φ ˝ θ´1 pξq “ 0. As θ´1 pξq ď θ2pξq ď θ`1 pξq and φ ˝ θ2pξq “ u2pξq, the convexity of
φ implies ˆ θ`1

θ´1

|xγ2psq, ξy|ds ě
1

2
|u2pξq||θ

`
1 pξq ´ θ

´
1 pξq|,

and thus (6.6) follows from the constant sign of φpsq on rθ´1 pξq, θ
`
1 pξqs. �

6.3. Decomposition of the symbols. For k ě 1 consider the frequency localised symbols ak :“
a ¨ βk as defined in §4.2. We begin by decomposing each ak in relation to the codimension 2 cone
Γ2 corresponding to the directions of slowest decay for µ̂. In order to measure the distance to
this cone, we consider the two quantities u1,2 and u2 introduced in the previous subsection and,
in particular, form a simultaneous dyadic decomposition according to the relative sizes of each.

Here it is convenient to introduce a ‘fine tuning’ constant ρ ą 0. This is a small (but absolute)
constant which plays a minor technical rôle in the forthcoming arguments: taking ρ :“ 10´6 more
than suffices for our purposes.

Decomposition with respect to Γ2. Let β, η P C8c pR̂q be the functions used to perform a Littlewood–
Paley decomposition in §4.2. Let β`, β´ P C

8
c pRq with suppβ` Ă p0,8q and suppβ´ Ă p´8, 0q

be such that β “ β` ` β´. For each m P N, write

ηp2´1r1qηpr2q “

m
ÿ

`“0

βp2`´1r1qηp2
`r2q `

m´1
ÿ

`“0

ηp2`r1q
`

β`p2
`r2q ` β´p2

`r2q
˘

` ηp2mr1qηp2
mr2q.

The above formula corresponds to a smooth decomposition of r´2, 2s ˆ r´1, 1s into axis-parallel
dyadic rectangles: see Figure 3. We apply this decomposition8 with r1 “ 2´ku1,2pξq and r2 “

ρ´12´ku2pξq. This is then used to split the symbol ak as a sum

ak “

tk{4u
ÿ

`“0

ak,`,1 ` ak,`,2 `

tk{4u´1
ÿ

`“0

bk,`

8Here the β function should be defined slightly differently compared with (4.3). In particular, when acting on r1
we have βpr1q :“ ηp2´2r1q ´ ηpr1q and when acting on r2 we have βpr2q :“ ηp2´3r2q ´ ηpr2q. Such minor changes
are ignored in the notation.
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r1

r2

2´m

2´m

2´m`1

2´m`1

2´m`2

2´m`2

2´m`3

Figure 3. Two parameter dyadic decomposition in the upper-left quadrant.

where tk{4u denotes the greatest integer less than or equal to k{4 and

ak,`,1pξ; sq :“ akpξ; sqβp2
´k`3`u1,2pξqqηpρ

´12´k`2`u2pξqq 0 ď ` ď tk{4u,

ak,`,2pξ; sq :“

#

akpξ; sqηp2
´k`3`u1,2pξqqβ`pρ

´12´k`2`u2pξqq if 0 ď ` ă tk{4u

akpξ; sqηp2
´k`3tk{4uu1,2pξqqηpρ

´12´k`2tk{4uu2pξqq if ` “ tk{4u
,

bk,`pξ; sq :“ akpξ; sqηp2
´k`3`u1,2pξqqβ´pρ

´12´k`2`u2pξqq 0 ď ` ă tk{4u.

The following remarks help to motive the above decomposition:

For ξ P suppξ ak,`,1, the functions s ÞÑ xγ1psq, ξy and s ÞÑ xγ2psq, ξy do not vanish simultaneously.
This is due, in part, to the lower bound on |u2,1pξq|. On the other hand, for ξ P suppξ ak,`,2 we
have u2pξq ą 0 and therefore s ÞÑ xγ2psq, ξy is non-vanishing by Lemma 6.2. Quantifying these
observations, one obtains the decay estimate

|mrak,`,ιspξq| À 2´k{2`` for ι “ 1, 2 (6.7)

via the van der Corput lemma. See Lemma 6.12 a) for details. This improves upon the trivial
decay rate (6.4) since ` varies over the range 0 ď ` ď tk{4u. Note that ` “ k{4 corresponds to the
critical value where (6.4) and (6.7) agree.

For ξ P suppξ bk,`, as u2pξq ă 0, the function s ÞÑ xγ2psq, ξy vanishes at s “ θ˘1 pξq by Lemma 6.2.
Moreover, the lack of a lower bound for |u1,2pξq| allows for simultaneous vanishing of s ÞÑ xγ1psq, ξy
and s ÞÑ xγ2psq, ξy, in contrast with the situation considered above. However, the lower bound on

|u2pξq| implies that the functions s ÞÑ xγ2psq, ξy and s ÞÑ xγp3qpsq, ξy do not vanish simultaneously.
Quantifying these observations, one obtains, via the van der Corput lemma, the decay estimate

|mrbk,`spξq| À 2´k{3``{3. (6.8)

Again, this improves upon the trivial decay rate (6.4) since 0 ď ` ă tk{4u and, furthermore, ` “ k{4
corresponds to the critical value where (6.4) and (6.8) agree. However, the estimate (6.8) can be
further improved by decomposing each bk,` with respect to the codimension 1 cone Γ1. Recall that
this cone corresponds to directions of slow (but not necessarily minimal) decay for µ̂. We proceed
by performing a secondary dyadic decomposition with respect to the function u1, which measures
the distance to Γ1.
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Decomposition with respect to Γ1. If ξ P suppξ bk,`, then u2pξq ă 0 and therefore the roots θ˘1 pξq P
r´1, 1s are well-defined by Lemma 6.2. Observe that

|u2pξq| „ ρ2k´2` and |u1,2pξq| À 2k´3` for all ξ P suppξ bk,`,

and so it follows from Lemma 6.3 ii) that

|u1pξq| À 2k´3` for all ξ P suppξ bk,`.

Consequently, provided ρ is chosen sufficiently small,

bk,`2pξ; sq “ bk,`2pξ; sqηpρ2´k`3`2u1pξqq. (6.9)

For every k P N define the indexing set

Λpkq :“
!

` “ p`1, `2q P Z2 : 0 ď `2 ă tk{4u, `2 ď `1 ď
X

2k``2
9

\

)

and, for each 0 ď `2 ă tk{4u, consider the fibre associated to its projection in the `2-variable,

Λpk, `2q :“
 

` P Λpkq : ` “ p`1, `2q for some `1 P Z
(

.

In view of (6.9), we may decompose

bk,`2pξ; sq “ bk,`2pξ; sqηpρ2´k`3`2u1pξqq “ ak,`2,3pξ; sq ` ak,`2,4pξ; sq `
ÿ

`PΛpk,`2q

bk,` pξ; sq

where

ak,`2,3pξ; sq :“ bk,`2pξ; sq
`

ηpρ2´k`3`2u1pξqq ´ ηpρ
´42´k`3`2u1pξqq

˘

,

ak,`2,4pξ; sq :“ bk,`2pξ; sqηpρ
´42´k`3`2u1pξqq

`

1´ ηpρ´12`2ps´ θ1pξqqq
˘

and

bk,`pξ; sq :“

#

bk,`2pξ; sqβpρ
´42´k`3`1u1pξqqηpρ

´12`2ps´ θ1pξqqq if `1 ă tp2k ` `2q{9u

bk,`2pξ; sqηpρ
´42´k`3`1u1pξqqηpρ

´12`2ps´ θ1pξqqq if `1 “ tp2k ` `2q{9u

for ` “ p`1, `2q P Λpkq.

The final decomposition. Combining the preceding definitions, we have

ak “

tk{4u
ÿ

`“0

4
ÿ

ι“1

ak,`,ι `
ÿ

`PΛpkq

bk,` (6.10)

where for ι “ 3, 4 it is understood that ak,`,ι ” 0 for ` “ tk{4u. This concludes the initial frequency
decomposition.

The following remarks help to motive the above decomposition:

For ξ P suppξ ak,`,3 or ξ P suppξ ak,`,4 it transpires that the functions s ÞÑ xγ1psq, ξy and s ÞÑ
xγ2psq, ξy do not vanish simultaneously. Quantifying these observations, one obtains the decay
estimate

|mrak,`,ιspξq| À 2´k{2`` for ι “ 3, 4,

exactly as in (6.7). See Lemma 6.12 a) for details. Here, however, the attendant stationary phase
arguments are a little more delicate than those used to prove (6.7) and, in particular, they rely
on a careful analysis involving both Γ1 and Γ2. The lower bounds on |u1pξq| and |s ´ θ1pξq| are
fundamental in each case.

Turning to the bk,` symbols, the localisation |s ´ θ1pξq| À ρ2´`2 leads to the following key
observation.
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Lemma 6.4. Let k P N and ` “ p`1, `2q P Λpkq. Then

|xγp3qpsq, ξy| „ ρ1{22k´`2 for all pξ; sq P supp bk,`. (6.11)

Proof. The localisation of the symbol ensures the key properties

|u2pξq| „ ρ2k´2`2 , |s´ θ1pξq| À ρ2´`2 for all pξ; sq P supp bk,`. (6.12)

By the mean value theorem we obtain

xγp3qpsq, ξy “ u3,1pξq ` ωpξ; sq ¨ ps´ θ1pξqq, (6.13)

where ω satisfies |ωpξ; sq| „ 2k. Observe that (6.12) and Lemma 6.3 i) imply |u3,1pξq| „ ρ1{22k´`2 .
Consequently, provided ρ is sufficiently small, the second inequality in (6.12) implies that the u3,1

term dominates the right-hand side of (6.13) and therefore the desired bound (6.11) holds. �

The condition (6.11) reveals that the symbol bk,` essentially corresponds to a scaled version of
the multiplier ak,` from the J “ 3 case, for a suitable choice of ` and k. Of course, the condition
(6.11) immediately implies

|mrbk,`pξqs| À 2´k{3``2{3, (6.14)

as in (6.8). However, arguing as in Lemma 5.6, one may improve the decay rate to

|mrbk,`pξqs| À 2´k{2`p3`1``2q{4; (6.15)

see Lemma 6.12 b). Indeed, for each 0 ď `2 ă tk{4u, the decomposition of the ak,` for the J “ 3
case in §5.3 matches that of the bk,` above, with the identification

k ÐÑ k ´ `2 and `ÐÑ 3`1´`2
2 .

The bound (6.15) corresponds to the conclusion of Lemma 5.6 once we substitute in these indices.
Observe that (6.15) is indeed an improvement over the trivial decay rate (6.14) since, for `2 fixed,

`1 varies over the range 0 ď `1 ď t2k``2
9 u. Note that `1 “

2k``2
9 corresponds to the critical index

where (6.14) and (6.15) agree.

Remark. The symbols in the above decomposition are in fact smooth. This is not entirely obvious,
since the function u1 is defined pointwise as the minimum of |u´1 | and |u`1 |. Thus, u1 fails to be
smooth whenever u´1 pξq “ ˘u`1 pξq. However, the decomposition ensures that |u2pξq| „ ρ2k´2`2

and |u1pξq| À ρ42k´3`2 for all ξ P suppξ ak,`2,4 or ξ P suppξ bk,`. Combining these facts with
Lemma 6.3, one easily deduces that

|u´1 pξq ˘ u
`
1 pξq| Á ρ3{22k´3`2

and so u1 is smooth on the ξ-support of either ak,`2,4 or bk,`2 . Furthermore, these observations
also imply that the function θ1pξq is smooth on the supports. The symbol ak,`2,3 can be treated
in a similar manner, by writing it as a difference of the symbols

bk,`2pξ; sqηpρ2´k`3`2u1pξqq “ bk,`2pξ; sq and bk,`2pξ; sqηpρ
´42´k`3`2u1pξqq

and showing that both are smooth.

Given the above decomposition, in order to prove the J “ 4 case of Theorem 4.1, it suffices to
establish the following.

Proposition 6.5. Let 6 ď p ď 12, k P N and ε ą 0.

a) For all 0 ď ` ď tk{4u and 1 ď ι ď 4,

}mrak,`,ιs}MppR4q Àp,ε 2´k{p´`p1{2´3{p´εq.

b) For all ` “ p`1, `2q P Λpkq,

}mrbk,`s}MppR4q Àp,ε 2´3p`1´`2qp1{2p´εq´`2p1{2´3{p´εq.
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`2

`1

k{4

k{4

2k{9

Figure 4. Setting ` “ `1 for ak,`,1 and ` “ `2 for ak,`,ι, 2 ď ι ď 4, one can
interpret the decomposition (6.10) in the p`2, `1q-plane as follows. The symbols
ak,`,1 correspond to horizontal lines in the lower triangle, whilst the symbols ak,`,2
correspond to vertical lines in the diagonal and upper triangle whenever u2pξq ą 0.
If u2pξq ă 0, the symbols ak,`,3 correspond to vertical lines in the fattened diagonal,
the symbols ak,`,4 correspond to vertical lines in the upper triangle (under the

additional condition that |s ´ θ1pξq| Á 2´`2) and the symbols bk,` correspond to
integer points in the upper triangle (under the additional condition that |s´θ1pξq| À
2´`2).

Proof of J “ 4 case of Theorem 4.1, assuming Proposition 6.5. Let 6 ă p ď 12 and define

εp :“
1

2
¨min

!1

2
´

3

p
,

1

2p

)

ą 0.

Apply the decomposition (6.10) to deduce that

}mraks}MppR4q ď

4
ÿ

ι“1

tk{4u
ÿ

`“0

}mrak,`,ιs}MppR4q `
ÿ

`PΛpkq

}mrbk,`s}MppR4q.

By Proposition 6.5 a), we have

4
ÿ

ι“1

tk{4u
ÿ

`“0

}mrak,`,ιs}MppR4q Àp 2´k{p
8
ÿ

`“0

2´`p1{2´3{p´εpq Àp 2´k{p,

Similarly, by Proposition 6.5 b), we have

ÿ

`PΛpkq

}mrbk,`s}MppR4q Àp 2´k{p
8
ÿ

`2“0

2´`2p1{2´3{p´εpq
8
ÿ

`1“`2

2´3p`1´`2qp1{2p´εpq Àp 2´k{p.

Combining these observations establishes the desired result for 6 ă p ď 12. The remaining range
12 ă p ď 8 follows by interpolation with a trivial L8 estimate. �

The rest of §6 is devoted to establishing Proposition 6.5. Before proceeding, it is instructive to
describe the general strategy.

By Plancherel’s theorem, (6.7) and (6.15) imply

}mrak,`,ιs}M2pR4q À 2´k{2``{2 and }mrbk,`s}M2pR4q À 2´k{2`p3`1``2q{4.
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As `, `1 and `2 increase, these estimates become weaker. To compensate for this, we attempt to
establish stronger estimates for the M8pR4q norm. This is not possible, however, for the entire
multipliers and a further decomposition is required. The u2pξq localisation means that mrak,`,ιs
and mrbk,`s are supported in a neighbourhood of the cone Γ2. Furthermore, the u1pξq localisation
means that mrbk,`s is localised in a neighbourhood of the cone Γ1. Consequently, one may apply a
decoupling theorem for such cones (in particular, instances of Theorem 4.4) to radially decompose
the multipliers. In the case of the mrbk,`s, we first decouple with respect to the cone Γ2. After
rescaling, the localised pieces can be treated in a similar manner to the multipliers from the J “ 3
case. In particular, we apply a second decoupling to each rescaled piece with respect to the cone
Γ1 to further decompose into smaller pieces. For both the ak,`,ι and bk,`, it transpires that each
radially localised piece is automatically localised along the curve in the physical space, and this
leads to favourable M8pR4q bounds: see Lemma 6.11 and Lemma 6.13 below.

6.4. Fourier localisation and decoupling. The first step towards proving Proposition 6.5 is
to further decompose the symbols ak,`,ι and bk,` in terms of θ2pξq and θ1pξq respectively. Fix
ζ P C8pRq with supp ζ Ď r´1, 1s such that

ř

lPZ ζp ¨ ´ lq ” 1. For 0 ď ` ď tk{4u, 1 ď ι ď 4 and
` “ p`1, `2q P Λpkq, write

ak,`,ι “
ÿ

µPZ
aµk,`,ι and bk,` “

ÿ

νPZ
bνk,`

where

aµk,`,ιpξ; sq :“ ak,`,ιpξ; sqζp2
`θ2pξq ´ µq, (6.16)

bνk,`pξ; sq :“ bk,`pξ; sqζp2
p3`1´`2q{2θ1pξq ´ νq. (6.17)

In the case of the bk,`, we also consider symbols formed by grouping the bνk,` into pieces at the

larger scale 2´`2 . Given ` “ p`1, `2q P Λpkq we write Z “
Ť

µPZN`pµq, where the sets N`pµq are
disjoint and satisfy

N`pµq Ď tν P Z : |ν ´ 23p`1´`2q{2µ| ď 23p`1´`2q{2u.

For each µ P Z, we then define

b˚,µk,` :“
ÿ

νPN`pµq

bνk,`

and note that |θ1pξq ´ sµ| À 2´`2 on supp b˚,µk,` , where sµ :“ 2´`2µ. Of course, by the definition of

the sets N`pµq,

bk,` “
ÿ

µPZ
b˚,µk,` “

ÿ

µPZ

ÿ

νPN`pµq

bνk,`.

Given 0 ă r ď 1 and s P I, recall the definition of the p2, rq-Frenet boxes π2ps; rq introduced in
Definition 4.2:

π2ps; rq :“
 

ξ P R̂4 : |xejpsq, ξy| À r4´j for 1 ď j ď 3, |xe4psq, ξy| „ 1
(

. (6.18)

The symbols aµk,`,ι and b˚,µk,` satisfy the following support properties.

Lemma 6.6. With the above definitions,

a) suppξ a
µ
k,`,ι Ď 2k ¨ π2psµ; 2´`q for all 0 ď ` ď tk{4u, 1 ď ι ď 4 and µ P Z, where sµ :“ 2´`µ;

b) suppξ b
˚,µ
k,` Ď 2k ¨ π2psµ; 2´`2q for all ` “ p`1, `2q P Λpkq and µ P Z, where sµ :“ 2´`2µ.

It is convenient to set up a unified framework in order to treat parts a) and b) of Lemma 6.6
simultaneously. Given n, s P R, let Ξ2pk, n; sq denote the set of all ξ P suppξ ak which lie in the
domain of θ2 and satisfy

|θ2pξq ´ s| À 2´n, |u1,2pξq| À 2k´3n, |u2pξq| À 2k´2n. (6.19)
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Note in particular that:

a) suppξ a
µ
k,`,ι Ď Ξ2pk, `; sµq for 1 ď ι ď 4.

b) suppξ b
ν
k,` Ď Ξ2pk, `2; sνq and suppξ b

ν
k,` Ď Ξ2pk, `2; sµq for all ν P N`pµq.

Indeed, for the respective parameter values, all the desired properties stated in (6.19) hold as
an immediate consequence of the definition of the symbols, with the exception of the bounds
|θ2pξq ´ sν | À 2´`2 for ξ P suppξ b

ν
k,` and |θ2pξq ´ sµ| À 2´`2 for ξ P suppξ b

ν
k,` and ν P N`pµq.

However, by Lemma 6.3, it follows from the localisation of the symbol that

|θ2pξq ´ sν | À
ˇ

ˇu2

`

ξ
|ξ|

˘
ˇ

ˇ

1{2
` |θ1pξq ´ sν | À 2´`2 for all ξ P suppξ b

ν
k,`,

which further implies

|θ2pξq ´ sµ| À |θ2pξq ´ sν | ` |sν ´ sµ| À 2´`2 for all ξ P suppξ b
ν
k,`, ν P N`pµq,

by the condition |sµ ´ sν | À 2´`2 for sν :“ 2´p3`1´`2q{2ν. Thus, all the required bounds hold.
Note that the support property in b) immediately implies that suppξ b

˚,µ
k,` Ď Ξ2pk, `2; sµq.

Proof of Lemma 6.6. Let n, s P R. As a consequence of the preceding discussion, it suffices to
show that

Ξ2pk, n; sq Ď 2k ¨ π2ps; 2´nq.

Let ξ P Ξ2pk, n; sq and observe that the localisation of ak, the implicit definition of θ2 and the
latter two conditions in (6.19) imply

|xγpiq ˝ θ2pξq, ξy| À 2k´p4´iqn for 1 ď i ď 4.

Since the Frenet vectors ei ˝θ2pξq are obtained from the γpiq ˝θ2pξq via the Gram–Schmidt process,

|xei ˝ θ2pξq, ξy| À 2k´p4´iqn for 1 ď i ď 4.

On the other hand, the first condition in (6.19), together with (4.12), implies

|xei ˝ θ2pξq, ejpsqy| À |θ2pξq ´ s|
|i´j| À 2´pi´jqn.

Writing ξ with respect to the orthonormal basis
`

ej ˝ θ2pξq
˘4

j“1
, it follows that

|xejpsq, ξy| ď
4
ÿ

i“1

|xei ˝ θ2pξq, ξy||xei ˝ θ2pξq, ejpsµqy| À 2k´p4´jqn.

Thus, ξ satisfies all the required upper bounds arising from (6.18). The remaining condition
|xe4psq, ξy| Á 2k holds as an immediate consequence of the initial localisation of ak. �

The argument used in the proof of Lemma 6.6 can be applied to analyse the support properties
of the individual bνk,`, although in this case the geometric significance of the supporting set is only

apparent after rescaling (see Lemma 6.8 below). Given 0 ă r1, r2 ď 1 and s P I, define the set

π1ps; r1, r2q :“
 

ξ P R̂4 : |xejpsq, ξy| À r3´j
1 for j “ 1, 2, |xe3psq, ξy| „ 1, |xe4psq, ξy| À r2

(

. (6.20)

The multipliers bνk,` satisfy the following support property.

Lemma 6.7. With the above definitions,

suppξ b
ν
k,` Ď 2k´`2 ¨ π1psν ; 2´p3`1´`2q{2, 2`2q

for all ` “ p`1, `2q P Λpkq and ν P Z, where sν :“ 2´p3`1´`2q{2ν.
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As with the proof of Lemma 6.6, here and in Lemma 6.13, we will work with a more general
setup. This abstraction is not particularly useful at this stage, but it will help to unify some of
the later arguments. Given n “ pn1, n2q P p0,8q

2 and s P R, let Ξ1pk,n; sq denote the set of all
ξ P suppξ ak which lie in the domain of θ1 and satisfy

|θ1pξq ´ s| À 2´n1 , |u1pξq| À 2k´2n1´n2 , |u3,1pξq| „ 2k´n2 . (6.21)

Note in particular that:

a) suppξ a
µ
k,`,ι Ď Ξ1pk, `, `; sµq for ι “ 3 or ι “ 4.

b) suppξ b
ν
k,` Ď Ξ1

`

k, 3`1´`2
2 , `2; sν

˘

.

Indeed, the definition of the symbols implies |u2pξq| „ 2k´2`, |u1pξq| À 2k´3` and |θ2pξq´sµ| À 2´`

for all ξ P suppξ a
µ
k,`,ι when ι P t3, 4u. Consequently, by Lemma 6.3, it follows that

|θ1pξq ´ sµ| À
ˇ

ˇu2

`

ξ
|ξ|

˘ˇ

ˇ

1{2
` |θ2pξq ´ sµ| À 2´`,

ˇ

ˇu3,1

`

ξ
|ξ|

˘ˇ

ˇ „
ˇ

ˇu2

`

ξ
|ξ|

˘ˇ

ˇ

1{2
„ 2`

for all ξ P suppξ a
µ
k,`,ι, which covers the required bounds for a). Turning to b), all the desired

properties hold as an immediate consequence of the definition of the symbols, with the exception
of the bound |u3,1pξq| „ 2k´`2 . However, as in a), the function u3,1 can be estimated via Lemma 6.3
using the u2 localisation.

Proof of Lemma 6.7. Let n “ pn1, n2q P p0,8q
2 and s P I0. As a consequence of the preceding

discussion, it suffices to show that

Ξ1pk,n; sq Ď 2k´n2 ¨ π1ps; 2´n1 , 2´n2q.

The argument in fact depends on the implicit constants in (6.21) satisfying certain size relations,
but we shall ignore this minor technicality. In the case in question (namely, on the support of
bνk,`), the required size relations follow provided ρ is chosen sufficiently small.

Let ξ P Ξ1pk,n; sq and observe that the localisation of ak, the implicit definition of θ1 and the
latter two conditions in (6.21) imply

|xγpiq ˝θ1pξq, ξy| À 2k´p3´iqn1´n2 for i “ 1, 2, |xγp3q ˝θ1pξq, ξy| „ 2k´n2 , |xγp4q ˝θ1pξq, ξy| „ 2k.

Since the Frenet vectors ei ˝ θ2pξq are obtained from the γpiq ˝ θ2pξq via the Gram–Schmidt pro-

cess, the matrix corresponding to change of basis from
`

ei ˝ θ1pξq
˘4

i“1
to

`

γpiq ˝ θ1pξq
˘4

i“1
is lower

triangular. Furthermore, the initial localisations imply that this matrix is an Opδq perturbation
of the identity. Consequently, provided δ ą 0 is chosen sufficiently small,

|xei ˝ θ1pξq, ξy| À 2k´p3´iqn1´n2 for i “ 1, 2, |xe3 ˝ θ1pξq, ξy| „ 2k´n2 , |xe4 ˝ θ1pξq, ξy| „ 2k.

On the other hand, the first condition in (6.21) together with (4.12) imply

|xei ˝ θ1pξq, ejpsqy| À |s´ θ1pξq|
|i´j| À 2´pi´jqn1 .

Writing ξ with respect to the orthonormal basis
`

ej ˝ θ1pξq
˘4

j“1
, it follows that

|xξ, ejpsqy| ď
4
ÿ

i“1

|xei ˝ θ1pξq, ξy||xei ˝ θ1pξq, ejpsqy| À 2k´pp3´jqn1`n2q_0.

Thus, ξ satisfies all the required upper bounds arising from (6.20). The above argument can easily
be adapted to give the required lower bounds, provided the implied constant in the the hypothesis
|u3,1pξq| „ 2k´n2 is large compared to that in the hypothesis |θ1pξq ´ s| À 2´n1 . �
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Fix some ` “ p`1, `2q P Λpkq and µ P Z with sµ :“ 2´`2µ P r´1, 1s. To simplify notation, let

σ :“ sµ, λ :“ 2´`2 and let γ̃ :“ γσ,λ denote the rescaled curve, as defined in Definition 2.1, so that

γ̃psq :“
`

rγsσ,λ
˘´1`

γpσ ` λsq ´ γpσq
˘

. (6.22)

Given a symbol b P C8c pR̂4 ˆ I0q, let b̃ be the rescaled symbol defined by the relation

b̃pξ̃; s̃q “ bpξ; sq for ξ̃ :“
`

rγsσ,λ
˘J
ξ and s̃ :“ λ´1ps´ σq. (6.23)

Given f P S pR4q, it follows by a simple changes of the variables that

mrbspDqfpxq “ λ ¨ m̃rb̃spDqf̃px̃q (6.24)

where:

‚ The multiplier m̃rb̃s is defined in the same manner as mrb̃s but with the curve γ replaced
with γ̃ and the cut-off χ˝ replaced with χ˝pσ ` λ ¨ q;

‚ f̃ :“ f ˝ rγsσ,λ;

‚ x̃ :“
`

rγsσ,λ
˘´1`

x´ γpσq
˘

.

Let pẽjq
4
j“1 denote the Frenet frame defined with respect to γ̃. Given 0 ă r ď 1 and s P I, recall

the definition of the p1, rq-Frenet boxes (with respect to pẽjq
4
j“1) introduced in Definition 4.2:

π̃1ps; rq :“
 

ξ P R̂4 : |xẽjpsq, ξy| À r3´j for j “ 1, 2, |xẽ3psq, ξy| „ 1, |xẽ4psq, ξy| À 1
(

.

Note that all these definitions depend of the choice of µ and `, but it is typographically convenient
to suppress this dependence.

The rescaled symbols b̃νk,` satisfy the following support properties.

Lemma 6.8. With the above definitions,

suppξ b̃
ν
k,` Ď 2k´4`2 ¨ π̃1ps̃ν ; 2´3p`1´`2q{2q

for all ` “ p`1, `2q P Λpkq and ν P N`pµq, where s̃ν :“ 2`2psν ´ sµq for sν :“ 2´p3`1´`2q{2ν.

Proof. For ξ̃ P suppξ b̃
ν
k,`, it follows from Lemma 6.7 and the definition of the rescaling in (6.23)

that ξ :“
`

rγsσ,λ
˘´J

ξ̃ satisfies

|xejpsνq, ξy| À 2k´p3´jqp3`1´`2q{2´`2 for j “ 1, 2, |xe3psνq, ξy| „ 2k´`2 , |xe4psνq, ξy| „ 2k.

Since the matrix corresponding to the change of basis from
`

ejpsνq
˘4

j“1
to

`

γpjqpsνq
˘4

j“1
is lower

triangular and an Opδ0q perturbation of the identity, provided δ0 is sufficiently small,

|xγpjqpsνq, ξy| À 2k´p3´jqp3`1´`2q{2´`2 for j “ 1, 2, |xγp3qpsνq, ξy| „ 2k´`2 , |xγp4qpsνq, ξy| „ 2k.

On the other hand, recalling that λ :“ 2´`2 , it follows from the definition of γ̃ from (6.22) that

xγ̃pjqps̃νq, ξ̃ y “ 2´j`2xγpjqpsνq, ξy for j ě 1.

Combining the above observations,

|xγ̃pjqps̃νq, ξ̃ y| À 2k´p3´jqp3`1´`2q{2´pj`1q`2 for j “ 1, 2,

|xγ̃p3qps̃νq, ξ̃ y| „ 2k´4`2 , |xγ̃p4qps̃νq, ξ̃ y| „ 2k´4`2 .

Provided δ0 is sufficiently small, the desired result now follows since the matrix corresponding

to the change of basis from
`

ẽips̃νq
˘4

i“1
to

`

γ̃piqps̃νq
˘4

i“1
is also lower triangular and an Opδ0q

perturbation of the identity. �

In view of the support conditions from Lemma 6.6 and Lemma 6.8, the multipliers can be
effectively decoupled using Theorem 4.4.
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Proposition 6.9. For all 2 ď p ď 12 and all ε ą 0, the following inequalities hold:

a) For all 0 ď ` ď tk{4u, 1 ď ι ď 4,

›

›

›

ÿ

µPZ
mraµk,`,ιspDqf

›

›

›

LppR4q
Àε 2`p1{2´1{pq`ε`

´

ÿ

µPZ
}mraµk,`,ιspDqf}

p
LppR4q

¯1{p
.

b) For all ` “ p`1, `2q P Λpkq,

›

›

›

ÿ

µPZ
mrb˚,µk,` spDqf

›

›

›

LppR4q
Àε 2`2p1{2´1{pq`ε`2

´

ÿ

µPZ
}mrb˚,µk,` spDqf}

p
LppR4q

¯1{p
.

Proof. In view of the support conditions from Lemma 6.6, after a simple rescaling, the desired
result follows from Theorem 4.4 with d ´ 1 “ 2, n “ 4 and r “ 2´`, 2´`2 for parts a) and b),
respectively. �

Proposition 6.10. For all ` “ p`1, `2q P Λpkq, 6 ď p ď 12 and ε ą 0,

›

›

›

ÿ

νPZ
mrbνk,`spDqf

›

›

›

LppR4q
Àε 2`2p1{2´1{p`εq23p`1´`2qp1´4{p`εq{2

´

ÿ

νPZ
}mrbνk,`spDqf}

p
LppR4q

¯1{p
.

Proof. It suffices to show that, under the hypotheses of the proposition, for all µ P Z one has
›

›

›

ÿ

νPN`pµq

mrbνk,`spDqf
›

›

›

LppR4q
Àε 23p`1´`2qp1´4{p`εq{2

´

ÿ

νPN`pµq

}mrbνk,`spDqf}
p
LppR4q

¯1{p
. (6.25)

Indeed, one may then combine the above inequality with Proposition 6.9 b) to obtain the desired
decoupling result. However, by applying a linear change of variables, (6.25) is equivalent to the

same inequality but with each mrbνk,`s replaced with the rescaled multiplier m̃rb̃νk,`s as defined in

(6.24). In view of the support conditions from Lemma 6.8, after a simple rescaling, the desired

result follows from Theorem 4.4 with d´ 1 “ 1, n “ 4 and r “ 2´3p`1´`2q{2. �

6.5. Localisation along the curve. The localisation in θ2pξq and θ1pξq introduced in the pre-
vious subsection induces a corresponding localisation along the curve in the physical space. In
particular, the main contribution to mraµk,`,ιs and mrbνk,`s arises from the portion of the curve

defined over the interval |s ´ sµ| ď 2´` and |s ´ sν | ď 2´p3`1´`2q{2, respectively. This is made
precise by Lemma 6.11 below.

For each µ, ν P Z, let sµ :“ 2´`µ and sν :“ 2´p3`1´`2q{2ν. Given ε ą 0 and for the fine tuning
parameter ρ as introduced in §6.3, define

a
µ,pεq
k,`,ι pξ; sq :“ aµk,`,ιpξqηpρ2`p1´εqps´ sµqq, (6.26)

b
ν,pεq
k,` pξ; sq :“ bνk,`pξqηpρ2p1´εqp3`1´`2q{2ps´ sνqq. (6.27)

The key contribution to the multipliers comes from the symbols a
µ,pεq
k,`,ι and b

ν,pεq
k,` respectively.

Lemma 6.11. Let 2 ď p ă 8 and ε ą 0.

a) For all 0 ď ` ď tk{4u, µ P Z and 1 ď ι ď 4,

}mraµk,`,ι ´ a
µ,pεq
k,`,ι s}MppR4q ÀN,ε,p 2´kN for all N P N.

b) For all ` “ p`1, `2q P Λpkq and ν P Z,

}mrbνk,` ´ b
ν,pεq
k,` s}MppR4q ÀN,ε,p 2´kN for all N P N.
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Proof. In both part a) and b) it is clear that the multipliers satisfy a trivial L8-estimate with
operator norm Op2Ckq for some absolute constant C ě 1. Thus, by interpolation, it suffices to
prove the rapid decay for p “ 2 only. This amounts to showing that, under the hypotheses of the
lemma,

}mraµk,`,ι ´ a
µ,pεq
k,`,ι s}L8pR̂4q

ÀN,ε 2´kN and }mrbνk,` ´ b
ν,pεq
k,` s}L8pR̂4q

ÀN,ε 2´kN for all N P N.

(6.28)
This is achieved via a simple (non)-stationary phase analysis.

a) Here the localisation of the ak,`,ι symbols ensures that

|u1,2pξq| À 2k´3`, |u2pξq| À ρ2k´2` for all pξ; sq P supp paµk,`,ι ´ a
µ,pεq
k,`,ι q. (6.29)

On the other hand, provided ρ is sufficiently small, the additional localisation in (6.16) and (6.26)
implies

|s´ θ2pξq| Á ρ´12´`p1´εq for all pξ; sq P supp paµk,`,ι ´ a
µ,pεq
k,`,ι q. (6.30)

Fix ξ P suppξ pa
µ
k,`,ι´ a

µ,pεq
k,`,ι q and consider the oscillatory integral mraµk,`,ι´ a

µ,pεq
k,`,ι spξq, which has

phase s ÞÑ xγpsq, ξy. Taylor expansion around θ2pξq yields

xγ1psq, ξy “ u1,2pξq `
`

u2pξq ` ω1pξ; sq ¨ ps´ θ2pξqq
2
˘

¨ ps´ θ2pξqq, (6.31)

xγ2psq, ξy “ u2pξq ` ω2pξ; sq ¨ ps´ θ2pξqq
2, (6.32)

xγp3qpsq, ξy “ ω3pξ; sq ¨ ps´ θ2pξqq, (6.33)

where the ωi arise from the remainder terms and satisfy |ωipξ; sq| „ 2k. Provided ρ is sufficiently
small, (6.29) and (6.30) imply that the ω1pξ; sq ¨ ps ´ θ2pξqq

3 term dominates the right-hand side
of (6.31) and therefore

|xγ1psq, ξy| Á 2k|s´ θ2pξq|
3 for all pξ; sq P supp paµk,`,ι ´ a

µ,pεq
k,`,ι q. (6.34)

Furthermore, by (6.29) and (6.30), the term ω2pξ; sq ¨ ps´θ2pξqq
2 dominates in (6.32). This, (6.33),

(6.34) and the localisation (6.30) immediately imply

|xγ2psq, ξy| À 2´k`4`p1´εq|xγ1psq, ξy|2,

|xγp3qpsq, ξy| À 2´pk´4`p1´εqq2|xγ1psq, ξy|3,

|xγpjqpsq, ξy| À 2k Àj 2´pk´4`p1´εqqpj´1q|xγ1psq, ξy|j for all j ě 4

for all pξ; sq P supp paµk,`,ι ´ a
µ,pεq
k,`,ι q.

On the other hand, by the definition of the symbols, (6.34) and the localisation (6.30),

|BNs pa
µ
k,`,ι ´ a

µ,pεq
k,`,ι qpξ; sq| ÀN 2`N À 2´pk´4`qN´3ε`N |xγ1psq, ξy|N for all N P N.

Thus, by repeated integration-by-parts (via Lemma C.1, with R “ 2k´4``3ε` ě 1),

|mraµk,`,ι ´ a
µ,pεq
k,`,ι spξq| ÀN 2´pk´4`qN2´3ε`N for all N P N.

Since 0 ď ` ď tk{4u ď k{4, the first bound in (6.28) follows.

b) Here the localisation of the bk,` symbols ensures that

|u1pξq| À ρ42k´3`1 , |u2pξq| „ ρ2k´2`2 , |s´ θ1pξq| À ρ2´`2 (6.35)

hold for all pξ; sq P supp pbνk,` ´ b
ν,pεq
k,` q. Furthermore, by Lemma 6.4,

|xγp3qpsq, ξy| „ ρ1{22k´`2 for all pξ; sq P supp bk,`, (6.36)
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whilst, provided ρ is sufficiently small, the additional localisation in (6.17) and (6.27) implies

|s´ θ1pξq| Á ρ´12´p1´εqp3`1´`2q{2 for all pξ; sq P supp pbνk,` ´ b
ν,pεq
k,` q. (6.37)

Fix ξ P suppξ pb
ν
k,` ´ b

ν,pεq
k,` q and consider the oscillatory integral mrbνk,` ´ b

ν,pεq
k,` spξq, which has

phase s ÞÑ xγpsq, ξy. Taylor expansion around θ1pξq yields

xγ1psq, ξy “ u1pξq ` ω1pξ; sq ¨ ps´ θ1pξqq
2, (6.38)

xγ2psq, ξy “ ω2pξ; sq ¨ ps´ θ1pξqq, (6.39)

where the ωi arise from the remainder terms and satisfy |ωipξ; sq| „ ρ1{22k´`2 by (6.36). Provided
ρ ą 0 is sufficiently small, (6.35) and (6.37) imply that the second term dominates the right-hand
side of (6.38) and therefore

|xγ1psq, ξy| Á ρ1{22k´`2 |s´ θ1pξq|
2 for all pξ; sq P supp pbνk,` ´ b

ν,pεq
k,` q. (6.40)

Furthermore, (6.39), (6.36), (6.40) and the localisation (6.37) imply

|xγ2psq, ξy| À 2´k``2`3p1´εqp3`1´`2q{2|xγ1psq, ξy|2,

|xγp3qpsq, ξy| À 2k´`2 À 2´2pk´`2´3p1´εqp3`1´`2q{2q|xγ1psq, ξy|3,

|xγpjqpsq, ξy| À 2k Àj 2´pk´`2´3p1´εqp3`1´`2q{2qpj´1q|xγ1psq, ξy|j for all j ě 4

for all pξ; sq P supp pbνk,` ´ b
ν,pεq
k,` q.

On the other hand, by the definition of the symbols, (6.40) and the localisation (6.37),

|BNs pb
ν
k,` ´ b

ν,pεq
k,` qpξ; sq| ÀN max

 

ρ´N2`2N , 2p1´εqp3`1´`2qN{2
(

ÀN,ρ 2´pk´`2´3p1´εqp3`1´`2q{2qN |xγ1psq, ξy|N for all N P N

and all pξ; sq P supp pbνk,` ´ b
ν,pεq
k,` q, using that 0 ď `2 ď `1 for ` P Λpkq. Thus, by repeated

integration-by-parts (via Lemma C.1 with R “ 2k´`2´3p1´εqp3`1´`2q{2 ě 1),

|mrbνk,` ´ b
ν,pεq
k,` spξ; sq| ÀN,ρ 2´pk´`2´3p3`1´`2q{2qN´3εp3`1´`2qN{2 for all N P N.

Since `2 ď `1 ď p2k` `2q{9 and 0 ď `2 ă k{4 for ` P Λpkq, the second bound in (6.28) follows. �

6.6. Estimating the localised pieces. Each piece of the multipliers mra
µ,pεq
k,`,ι s and mrb

ν,pεq
k,` s

arising from the preceding decomposition satisfies favourable L2 and L8 bounds.

Lemma 6.12. a) For 0 ď ` ď tk{4u, µ P Z, 1 ď ι ď 4 and ε ą 0, we have

}mra
µ,pεq
k,`,ι s}M2pR4q À 2´k{2``.

b) For ` “ p`1, `2q P Λpkq, ν P Z and ε ą 0, we have

}mrb
ν,pεq
k,` s}M2pR4q À 2´k{2`p3`1``2q{4.

Proof. a) If ` “ tk{4u, then the desired bounds follow from Plancherel’s theorem and the van der
Corput lemma with fourth order derivatives. For the remaining cases, it suffices to show that

|xγ1psq, ξy| ` 2´`|xγ2psq, ξy| Á 2k´3` for all pξ; sq P supp a
µ,pεq
k,`,ι . (6.41)

We treat each class of symbol, as index by the parameter ι, individually.

ι “ 1. Here the localisation of the symbol ensures the key properties

|u1,2pξq| „ 2k´3`, |u2pξq| À ρ2k´2` for all pξ; sq P supp a
µ,pεq
k,`,1 . (6.42)
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By Taylor expansion around θ2pξq, one has

xγ1psq, ξy “ u1,2pξq ` u2pξq ¨ ps´ θ2pξqq ` ω1pξ; sq ¨ ps´ θ2pξqq
3, (6.43)

xγ2psq, ξy “ u2pξq ` ω2pξ; sq ¨ ps´ θ2pξqq
2 (6.44)

where the functions ωi arise from the remainder terms and satisfy |ωipξ; sq| „ 2k for i “ 1, 2. The
argument splits into two cases:

Case 1: |s´ θ2pξq| ď ρ1{42´`. Provided ρ ą 0 is chosen sufficiently small, (6.42) implies that the
u1,2pξq term dominates the right-hand side of (6.43) and therefore |xγ1psq, ξy| Á 2k´3`.

Case 2: |s´ θ2pξq| ě ρ1{42´`. Again provided ρ ą 0 is sufficiently small, (6.42) implies that the

second term dominates the right-hand side of (6.44) and therefore |xγ2psq, ξy| Á ρ1{22k´2`.

Thus, in either case the desired bound (6.41) holds.

ι “ 2. Suppose 0 ď ` ă tk{4u and ξ P supp a
µ,pεq
k,`,2 . Recall, by Lemma 6.1, that θ2pξq is the unique

global minimum of the function s ÞÑ xγ2psq, ξy on r´1, 1s. Thus, xγ2psq, ξy ě u2pξq „ ρ2k´2`, as
required.

ι “ 3. Here the localisation of the symbol ensures the key properties

|u1pξq| „ ρ42k´3`, |u2pξq| „ ρ2k´2` for all pξ; sq P supp a
µ,pεq
k,`,3 . (6.45)

The argument splits into two cases:

Case 1: min˘ |s´ θ
˘
1 pξq| ď ρ22´`. By Taylor expansion around θ˘1 pξq, one has

xγ1psq, ξy “ u˘1 pξq ` u
˘
3,1pξq ¨

ps´ θ˘1 pξqq
2

2
` ω˘pξ; sq ¨ ps´ θ˘1 pξqq

3, (6.46)

where the functions ω˘ arise from the third order remainder term and satisfy |ω˘pξ; sq| „ 2k. More-

over, (6.45) and Lemma 6.3 i) imply |u˘3,1pξq| „ ρ1{22k´`. Provided ρ is sufficiently small, (6.45)

implies that the u˘1 pξq term dominates the right-hand side of (6.46) and therefore |xγ1psq, ξy| Á
ρ42k´3`.

Case 2: min˘ |s´ θ
˘
1 pξq| ě ρ22´`. In this case, rather than analysing Taylor expansions, we use

a convexity argument. Fix ξ P supp a
µ,pεq
k,`,3 and let

φ : r´1, 1s Ñ R, φ : s ÞÑ xγ2psq, ξy;

by (6.3), this function is strictly convex. Thus, given t P r´1, 1s, the auxiliary function

qt : r´1, 1s Ñ R, qt : s ÞÑ
φpsq ´ φptq

s´ t
for s ‰ t and qt : t ÞÑ φ1ptq

is increasing. Setting t :“ θ´1 pξq and noting that φ ˝ θ´1 pξq “ 0, it follows that

φpsq

s´ θ´1 pξq
ď

φ ˝ θ2pξq

θ2pξq ´ θ
´
1 pξq

“
u2pξq

θ2pξq ´ θ
´
1 pξq

ă 0 for all ´ 1 ď s ď θ2pξq,

where we have used the fact that u2pξq ă 0 on the support of ak,`,3. If s P rθ2pξq, 1s, then we can

carry out the same argument with respect to t “ θ`1 pξq to obtain a similar inequality. From this,
we deduce the bound

|xγ2psq, ξy| ě min
˘

|u2pξq||s´ θ
˘
1 pξq|

|θ2pξq ´ θ
˘
1 pξq|

for all ´ 1 ď s ď 1. (6.47)

Recall from (6.45) that |u2pξq| „ ρ2k´2` and therefore |θ2pξq ´ θ
˘
1 pξq| „ ρ1{22´` by Lemma 6.3 i).

Substituting these bounds and the hypothesis min˘ |s ´ θ˘1 pξq| ě ρ22´` into (6.47), we conclude

that |xγ2psq, ξy| Á ρ5{22k´2`.
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Thus, in either case the desired bound (6.41) holds.

ι “ 4. Here the localisation of the symbol ensures the key properties

|u1pξq| À ρ42k´3`, |s´ θ1pξq| Á ρ2´` for all pξ; sq P supp a
µ,pεq
k,`,4 . (6.48)

By Taylor expansion around θ1pξq, we obtain

xγ1psq, ξy “ u1pξq ` u3,1pξq ¨
ps´ θ1pξqq

2

2
` ω1pξ; sq ¨ ps´ θ1pξqq

3, (6.49)

xγ2psq, ξy “ u3,1pξq ¨ ps´ θ1pξqq ` ω2pξ; sq ¨ ps´ θ1pξqq
2 (6.50)

where the functions ω1 and ω2 arise from the remainder terms and satisfy |ωipξ; sq| „ 2k for i “ 1,
2. It is convenient to define the functions

αpξ; sq :“ u3,1pξq ` ω2pξ; sq ¨ ps´ θ1pξqq,

βpξ; sq :“ 2ω1pξ; sq ´ ω2pξ; sq,

so that (6.49) and (6.50) can be rewritten as

xγ1psq, ξy “ u1pξq `
`

αpξ; sq ` βpξ; sq ¨ ps´ θ1pξqq
˘

¨
ps´ θ1pξqq

2

2
, (6.51)

xγ2psq, ξy “ αpξ; sq ¨ ps´ θ1pξqq. (6.52)

The argument splits into two cases:

Case 1: |αpξ; sq| ď ρ22k´`. By the integral form of the remainder,

βpξ; sq ¨ ps´ θ1pξqq
3 “ ´

ˆ s

θ1pξq
xγp4qptq, ξy ¨ ps´ tq ¨ pt´ θ1pξqqdt.

Recall from (6.3) that xγp4qptq, ξy ą 0 for all t P r´1, 1s. Thus, the integrand in the above display

has constant sign. Furthermore, (6.2) also guarantees that |xγp4qptq, ξy| „ 2k. Combining these
observations,

|βpξ; sq| „ 2k for all pξ; sq P supp ak,`,4.

Thus, provided ρ is chosen sufficiently small, the hypothesis |αpξ; sq| ď ρ22k´` and together with
the bound |s´ θ1pξq| ě ρ2´` from (6.42) imply

|βpξ; sq||s´ θ1pξq| ´ |αpξ; sq| Á ρ2k´`.

Consequently, (6.48) implies that the second term dominates the right-hand side of (6.51) and
therefore |xγ1psq, ξy| Á ρ32k´3`.

Case 2: |αpξ; sq| ě ρ22k´`. Here (6.48) and (6.52) immediately imply |xγ2psq, ξy| Á ρ32k´2`.

Thus, in either case the desired bound (6.41) holds.

b) If `1 “ tp2k ` `2q{9u, then the desired bound follows from Plancherel’s theorem and the van der
Corput lemma with third order derivatives. Indeed, by Lemma 6.4,

|xγp3qpsq, ξy| „ ρ1{22k´`2 for all pξ; sq P supp b
ν,pεq
k,` . (6.53)

For the remaining cases, it suffices to show that

|xγ1psq, ξy| ` 2´p3`1´`2q{2|xγ2psq, ξy| Á 2k´3`1 for all pξ; sq P supp b
ν,pεq
k,` . (6.54)

Here the localisation of the symbol ensures the key properties

|u1pξq| „ ρ42k´3`1 , |u2pξq| „ ρ2k´2`2 , |s´ θ1pξq| À ρ2´`2 for all pξ; sq P supp b
ν,pεq
k,` . (6.55)
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By Taylor expansion around θ1pξq, we obtain

xγ1psq, ξy “ u1pξq ` ω1pξ; sq ¨ ps´ θ1pξqq
2, (6.56)

xγ2psq, ξy “ ω2pξ; sq ¨ ps´ θ1pξqq, (6.57)

where the functions ω1 and ω2 arise from the remainder terms and satisfy |ωipξ; sq| „ ρ1{22k´`2

for i “ 1, 2 by (6.53). The argument splits into two cases:

Case 1: |θ1pξq ´ s| ď ρ22´p3`1´`2q{2. Provided ρ ą 0 is chosen sufficiently small, (6.55) and the

bound |ω1pξ; sq| „ ρ1{22k´`2 imply that the u1pξq term dominates the right-hand side of (6.56)
and therefore |xγ1psq, ξy| Á ρ42k´3`1 .

Case 2: |θ1pξq ´ s| ě ρ22´p3`1´`2q{2. In this case, the bound |ω2pξq| „ ρ1{22k´`2 and (6.57)

immediately imply |xγ2psq, ξy| Á ρ5{22k´`2´p3`1´`2q{2.

Thus, in either case the desired bound (6.54) holds. �

Lemma 6.13. a) For all 0 ď ` ď tk{4u, µ P Z, 1 ď ι ď 4 and ε ą 0, we have

}mra
µ,pεq
k,`,ι s}M8pR4q À 2´p1´εq`.

b) For ` “ p`1, `2q P Λpkq, ν P Z and ε ą 0, we have

}mrb
ν,pεq
k,` s}M8pR4q À 2´p1´εqp3`1´`2q{2.

Proof. In view of the support properties of the symbols (see Lemma 6.6 and Lemma 6.7), by an
integration-by-parts argument (see Lemma C.2), the problem is reduced to showing

|∇N
ejpsµq

aµk,`,ιpξ; sq| ÀN 2´pk´p4´jq`qN , (6.58a)

|∇N
ejpsνq

bνk,`pξ; sq| ÀN 2´pk´pp3´jqp3`1´`2q{2``2q_0qN (6.58b)

for all 1 ď j ď 4 and all N P N0.
For all N P N, we claim the following:

‚ For all ξ P suppξ a
µ
k,`,ι, 1 ď ι ď 4,

2`|∇N
ejpsµq

θ2pξq|, 2´k`2`|∇N
ejpsµq

u2pξq|, 2´k`3`|∇N
ejpsµq

u1,2pξq| ÀN 2´pk´p4´jq`qN ; (6.59)

‚ For all ξ P suppξ a
µ
k,`,ι, 3 ď ι ď 4,

2`|∇N
ejpsµq

θ1pξq|, 2´k`3`|∇N
ejpsµq

u1pξq| ÀN 2´pk´p4´jq`qN ; (6.60)

‚ For all ξ P suppξ b
ν
k,`,

2`2 |∇N
ejpsνq

θ2pξq|, 2´k`2`2 |∇N
ejpsνq

u2pξq|, 2´k`3`2 |∇N
ejpsνq

u1,2pξq| ÀN 2´pk´p4´jq`2qN ; (6.61)

‚ For all ξ P suppξ b
ν
k,`,

2p3`1´`2q{2|∇N
ejpsνq

θ1pξq|, 2´k`3`1 |∇N
ejpsνq

u1pξq| ÀN 2´pk´pp3´jqp3`1´`2q{2``2q_0qN . (6.62)

Once the above claims are established, the derivative bounds (6.58a) and (6.58b) follow directly
from the chain and Leibniz rule.

In order to prove (6.59)-(6.62) we work with the unified framework introduced in §6.4.

We start with (6.59) and (6.61). Given n, s P R, recall the set Ξ2pk, n; sq introduced in (6.19).
In particular, if ξ P Ξ2pk, n; sq, then ξ P suppξ ak and ξ lies in the domain of θ2 and satisfies

|θ2pξq ´ s| À 2´n and |u2pξq| À 2k´2n. (6.63)
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From the discussion following (6.19), we know that

suppξ a
µ
k,`,ι Ď Ξ2pk, `; sµq for 1 ď ι ď 4 and suppξ b

ν
k,` Ď Ξ2

`

k, `2; sν
˘

.

Let ξ P Ξ2pk, n; sq and for 1 ď j ď 4 define vj :“ ejpsq. The bounds (6.59) and (6.61) amount
to proving that

2n|∇N
vjθ2pξq|, 2´k`2n|∇N

vju1,2pξq|, 2´k`3n|∇N
vju2pξq| ÀN 2´pk´p4´jqnqN (6.64)

hold for all N P N. These bounds follow from repeated application of the chain rule, provided

|xγp4q ˝ θ2pξq, ξy| Á 2k, (6.65a)

|xγpKq ˝ θ2pξq, ξy| ÀK 2k`npK´4q, (6.65b)

|xγpKq ˝ θ2pξq,vjy| ÀK 2pK´jqn (6.65c)

hold for all K ě 2. In particular, assuming (6.65a), (6.65b) and (6.65c), the bounds in (6.64)
are then a consequence of Lemma B.1 in the appendix. More precisely, the desired estimates in
(6.64) correspond to (B.2) and two separate instances of (B.4) whilst the hypotheses in the above
display correspond to (B.1) and (B.3). Here the parameters featured in the appendix are chosen
as follows:

g h A B M1 M2 e

γp3q γ2 2k´n 2k´2n 2´k`p4´jqn 2n vj

γp3q γ1 2k´n 2k´3n 2´k`p4´jqn 2n vj

The conditions (6.65a), (6.65b) and (6.65c) follow directly from the definition of Ξ2pk, n; sq.
Indeed, (6.65a) and the K ě 4 case of (6.65b) are trivial consequences of the localisation of the

symbol ak. The K “ 3 case of (6.65b) follows immediately since xγp3q ˝ θ2pξq, ξy “ 0 and the
K “ 2 case of (6.65b) is just a restatement of the condition |u2pξq| À 2k´2n from (6.63). Finally,
(4.13) together with the θ2 localisation hypothesis from (6.63) imply that

|xγpKq ˝ θ2pξq,vjy| ÀK |θ2pξq ´ s|
pj´Kq_0 À 2´ppj´Kq_0qn

which yields (6.65c).

We next turn to (6.60) and (6.62). Given n “ pn1, n2q P R2 and s P R, recall the set Ξ1pk,n; sq
introduced in (6.21). In particular, if ξ P Ξ1pk,n; sq, then ξ P suppξ ak and ξ lies in the domain of
θ1 and satisfies

|θ1pξq ´ s| À 2´n1 and |u3,1pξq| „ 2k´n2 . (6.66)

From the discussion following (6.21), we know that

suppξ a
µ
k,`,ι Ď Ξ1pk, `, `; sµq for ι “ 3, 4 and suppξ b

ν
k,` Ď Ξ1

`

k, 3`1´`2
2 , `2; sν

˘

.

Let ξ P Ξ1pk,n; sq where n “ pn1, n2q for some 0 ă n2 ď n1 and for 1 ď j ď 4 define vj :“ ejpsq.
The bounds (6.60) and (6.62) amount to proving that

2n1 |∇N
vjθ1pξq|, 2´k`2n1`n2 |∇N

vju1pξq| ÀN 2´pk´pp3´jqn1`n2q_0qN (6.67)

hold for all N P N. These bounds follow from repeated application of the chain rule, provided

|xγp3q ˝ θ1pξq, ξy| Á 2k´n2 , (6.68a)

|xγpKq ˝ θ1pξq, ξy| ÀK 2k`n1pK´3q´n2 , (6.68b)

|xγpKq ˝ θ1pξq,vjy| ÀK 2n1pK´3q´n2`pp3´jqn1`n2q_0 (6.68c)
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hold for all K ě 2. In particular, assuming (6.68a), (6.68b) and (6.68c), the bounds in (6.67) are
then a consequence of Lemma B.1 in the appendix. More precisely, the desired estimates in (6.67)
correspond to (B.2) and (B.4) whilst the hypotheses in the above display correspond to (B.1) and
(B.3). Here the parameters featured in the appendix are chosen as follows:

g h A B M1 M2 e

γ2 γ1 2k´n1´n2 2k´2n1´n2 2´k`pp3´jqn1`n2q_0 2n1 vj

The conditions (6.68a), (6.68b) and (6.68c) follow directly from the definition of Ξ1pk,n; sq.
Indeed, (6.68a) and the K “ 3 case of (6.68b) are just a restatement of the condition |u3,1pξq| „

2k´n2 from (6.66). The K ě 4 case of (6.68b) is a trivial consequence of the localisation of the
symbol ak whist the remaining K “ 2 case of (6.68b) follows immediately since xγ2 ˝ θ1pξq, ξy “ 0.
Finally, (4.13) together with the θ1 localisation hypothesis from (6.66) imply that

|xγpKq ˝ θ1pξq,vjy| ÀN |θ1pξq ´ s|
pj´Kq_0 À 2ppj´Kq_0qn1

which, by directly comparing exponents, yields (6.68c). �

Lemma 6.12 and Lemma 6.13 can be combined to obtain the following Lp bounds.

Corollary 6.14. For all 2 ď p ď 8 and all ε ą 0, the following inequalities hold:

a) For all 0 ď ` ď tk{4u and 1 ď ι ď 4,
´

ÿ

µPZ
}mra

µ,pεq
k,`,ι spDqf}

p
LppR4q

¯1{p
À 2´k{p``p4{p´1q`ε`}f}LppR4q.

b) For all ` “ p`1, `2q P Λpkq,
´

ÿ

νPZ
}mrb

ν,pεq
k,` spDqf}

p
LppR4q

¯1{p
À 2´k{p`p3`1``2q{2p´p3`1´`2qp1{2´1{p´εq}f}LppR4q.

When p “ 8 the left-hand `p-sums are interpreted as suprema in the usual manner.

Proof. For p “ 2 the estimate a) and b) follow by the combining L2 bounds from Lemma 6.12 with

a simple orthogonality argument, as the supports of mra
µ,pεq
k,`,ι s and mrb

ν,pεq
k,` s are essentially disjoint

for different µ and ν respectively. For p “ 8 the estimate is a restatement of the L8 bounds
from Lemma 6.13. Interpolating these two endpoint cases, using mixed norm interpolation (see,
for instance, [21, §1.18.4]), concludes the proof. �

6.7. Putting everything together. We are now ready to combine the ingredients to conclude
the proof of Proposition 6.5.

Proof of Proposition 6.5. a) Let 1 ď ι ď 4. By Proposition 6.9 a), for all 2 ď p ď 12 and all ε ą 0
one has

}mrak,`,ιspDqf}LppR4q “

›

›

›

ÿ

µPZ
mraµk,`,ιspDqf

›

›

›

LppR4q
Àε 2`p1{2´1{pq`ε`

´

ÿ

µPZ
}mraµk,`,ιspDqf}

p
LppR4q

¯1{p
.

Moreover, for all µ P Z, Lemma 6.11 a) implies that

}mraµk,`,ιs}MppR4q ÀN,ε,p }mra
µ,pεq
k,`,ι s}MppR4q ` 2´k for all N P N.

Combining the above, we obtain

}mrak,`,ιspDqf}LppR4q Àε,p 2`p1{2´1{pq`ε`
´

ÿ

µPZ
}mra

µ,pεq
k,`,ι spDqf}

p
LppR4q

¯1{p
` 2´k}f}LppR4q,
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which, together with Corollary 6.14 a), yields

}mrak,`,ιspDqf}LppR4q Àε,p 2´k{p´`p1{2´3{p´2εq}f}LppR4q.

Since ε ą 0 was chosen arbitrarily, this is the required bound.

b) By Proposition 6.10, for all 6 ď p ď 12 and all ε ą 0 one has

}mrbk,`spDqf}LppR4q Àε 2`2p1{2´1{p`εq23p`1´`2qp1´4{p`εq{2
´

ÿ

νPZ
}mrbνk,`spDqf}

p
LppR4q

¯1{p
.

Moreover, for all ν P Z, Proposition 6.11 b) implies that

}mrbνk,`s}MppR4q ÀN,ε,p }mrb
ν,pεq
k,` s}MppR4q ` 2´kN for all N P N.

Combining the above, we obtain

}mrbk,`spDqf}LppR4q Àε,p 2`2p1{2´1{p`εq23p`1´`2qp1´4{p`εq{2
´

ÿ

νPZ
}mrb

ν,pεq
k,` spDqf}

p
LppR4q

¯1{p

` 2´k}f}LppR4q,

which, together with Corollary 6.14 b), yields

}mrbk,`spDqf}LppR4q Àε,p 2´3p`1´`2qp1{2p´2εq´`2p1{2´3{p´2εq}f}LppR4q.

Since ε ą 0 was chosen arbitrarily, this is the required bound. �

We have established Proposition 6.5 and therefore completed the proof of the J “ 4 case of
Theorem 4.1.

7. Proof of the decoupling inequalities

This section is devoted to the proof of Theorem 4.4.

7.1. Decoupling inequalities for non-degenerate curves. The central ingredient in the proof
of Theorem 4.4 is the decoupling theorem of Bourgain–Demeter–Guth [5]. We begin by recalling

the statement of (one formulation of) this result. Given a non-degenerate curve g P Cd`1pI; R̂dq
and 0 ă r ď 1, an ‘anisotropic r-neighbourhood’ of the curve is constructed as follows.

Definition 7.1. For each s P I define the parallelepiped

αps; rq :“
 

ξ P R̂d : ξ “ gpsq `
d
ÿ

j“1

λjr
jgpjqpsq for some λj P r´2, 2s, 1 ď j ď d

(

;

such sets are referred to as r-slabs.

In some cases it is useful to highlight the choice of function g by writing αpg; s; rq for a r-slab
αps; rq. Note that the formula for the parallelepiped αps; rq can be expressed succinctly in terms
of the matrix rgss,r introduced in (2.1). In particular,

αps; rq “ gpsq ` rgss,r
`

r´2, 2sd
˘

. (7.1)

An anisotropic r-neighbourhood of the curve g is formed by taking the union of all the r-slabs
as s varies over I.

Definition 7.2. A collection Aprq of r-slabs is a slab decomposition for g if it consists of precisely
the r-slabs αpg; s; rq for s varying over a r-net in I.

With the above definitions, the decoupling theorem may be stated as follows.
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Theorem 7.3 (Bourgain–Demeter–Guth [5]). Let g P Gdpδq for some 0 ă δ ! 1, 0 ă r ď 1 and
Aprq be a r-slab decomposition for g. For all 2 ď p ď dpd` 1q and ε ą 0 the inequality

›

›

›

ÿ

αPAprq
fα

›

›

›

LppRdq
Àε r

´ε
´

ÿ

αPAprq
}fα}

2
LppRdq

¯1{2
(7.2)

holds for any tuple of functions pfαqαPAprq satisfying supp f̂α Ď α.

Remark. This is a slight variant of the decoupling inequality of Bourgain–Demeter–Guth [5] which
can be found, for instance, in [10].9 It is also remarked that the result holds for general non-
degenerate curves, although not in the uniform fashion described here. Note, in particular, that
by restricting to the model curves g P Gdpδq for 0 ă δ ! 1, the decoupling inequality (7.2) holds
with a constant independent of both the choice of g and δ.

7.2. Geometric observations. In order to relate Theorem 4.4 to the Bourgain–Demeter–Guth
result from Theorem 7.3, we first relate the Frenet boxes πd´1,γps; rq to certain regions which
are more similar in form to the slabs αpg; s, rq introduced above. The Frenet boxes πd´1,γps; rq
do not correspond precisely to slabs but to related regions referred to as plates. These plate
regions are formed by extending d-dimensional slabs into n-dimensions by adjoining additional
long directions. Moreover, the plates are naturally defined in relation to a cone generated over a
family of non-degenerate curves gj : I Ñ Rd.

A family of cones. Let γ P Gnpδq for 0 ă δ ! 1 and ej : r´1, 1s Ñ Sn´1 for 1 ď j ď n be
the associated Frenet frame. Without loss of generality, in proving Theorem 4.4 we may always
localise so that we only consider the portion of the curve lying over the interval I “ r´δ, δs. In
this case

ejpsq “ ~ej `Opδq for 1 ď j ď n (7.3)

where, as in Definition 2.1, the ~ej denote the standard basis vectors.
Here we introduce certain conic surfaces which are ‘generated’ over the curves s ÞÑ ejpsq. The

following observations extend the analysis of [17], where a cone in R3 generated by the binormal
vector e3 features prominently in the proof of the 3-dimensional analogue of Theorem 1.1.

Let 2 ď d ď n´ 1 and consider the map Γ̃ : Rn´d ˆ I Ñ Rn defined by

Γ̃p~λ, sq :“
n
ÿ

j“d`1

λjejpsq, ~λ “ pλd`1, . . . , λnq.

Restricting to λd`1 bounded away from zero, this is a regular parametrisation of a pn ´ d ` 1q-
dimensional surface in Rn, which is denoted Γn,d. Indeed, by the Frenet formulæ,

BΓ̃

Bs
p~λ, sq “ ´λd`1κ̃dpsqedpsq ` Edp~λ, sq,

BΓ̃

Bλj
p~λ, sq “ ejpsq, d` 1 ď j ď n,

where Edp~λ, sq lies in the subspace xed`1psq, . . . , enpsqy. Thus, provided λd`1 is bounded away
from zero, the non-vanishing of κ̃d ensures that these tangent vectors are linearly independent.

Reparametrisation. It is convenient to reparametrise Γn,d so that it is realised as a surface
‘generated’ over an alternative family of curves which is formed by graphs. To this end, let

9More precisely, the general version of the decoupling theorem here follows by combining Theorem 1.2 and Lemma
3.6 from [10].
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A : I Ñ GLpn´ d,Rq be given by

Apsq :“

»

—

–

ed`1,d`1psq ¨ ¨ ¨ en,d`1psq
...

...
ed`1,npsq ¨ ¨ ¨ en,npsq

fi

ffi

fl

´1

,

where ei,jpsq denotes the jth component of eipsq. Provided δ is chosen sufficiently small, (7.3)
ensures that the above matrix inverse is well-defined and, moreover, is a small perturbation of the
identity matrix. Define the reparametrisation

Γp~λ, sq :“ Γ̃pApsq~λ, sq for all p~λ, sq P Rn´d ˆ I. (7.4)

Consider the restriction of this mapping to the set R1n,d Ă Rn´d consisting of all vectors ~λ “

pλd`1, . . . , λnq satisfying

1{4 ď λd`1 ď 2 and |λj | ď 2 for d` 2 ď j ď n; (7.5)

under this restriction, Γ is a regular parametrisation by the preceding observations.
The mapping (7.4) can be expressed in matrix form as

Γp~λ, sq “
“

ed`1psq ¨ ¨ ¨ enpsq
‰

¨Apsq~λ, (7.6)

“
“

Gd`1psq ¨ ¨ ¨ Gnpsq
‰

~λ,

where the Gj : I Ñ Rn (which form the column vectors of the above matrix) are of the form

Gjpsq “

„

gjpsq
0



` ~ej

for some smooth function gj : I Ñ Rd.

Non-degeneracy conditions. Given a “ pad`1, . . . , anq P R1n,d, define

Ga :“
n
ÿ

j“d`1

aj ¨Gj and ga :“
n
ÿ

j“d`1

aj ¨ gj , (7.7)

noting Gapsq “ Γpa, sq. The curve ga : I Ñ Rd is non-degenerate. To see this, first note that
BiΓ
Bsi
p~λ, sq can be expressed as a linear combination of vectors of the form

”

e
p`q
d`1psq ¨ ¨ ¨ e

p`q
n psq

ı

¨Api´`qpsq~λ, 0 ď ` ď i, (7.8)

where Apkq denotes the component-wise kth-derivative of A. Indeed, this follows simply by applying

the Leibniz rule to (7.6). Consequently, B
iΓ
Bsi
p~λ, sqmust lie in the subspace generated by the columns

of the left-hand matrix in (7.8), where i is allowed to vary over the stated range. In particular,
one concludes from the Frenet formulæ that

BiΓ

Bsi
p~λ, sq P xed`1´ipsq, . . . , enpsqy for 0 ď i ď d. (7.9)

On the other hand, the Frenet formulæ also show that the ed`1´ipsq component of B
iΓ
Bsi
p~λ, sq arises

only from the term in (7.8) corresponding to ` “ i and

x
BiΓ

Bsi
p~λ, sq, ed`1´ipsqy “ p´1qi

´

d
ź

`“d`1´i

κ̃`psq
¯

x ~A1psq, ~λy, (7.10)
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where ~A1psq denotes the first row of Apsq. Recall A is a small perturbation of the identity matrix.

Thus, under the constraint ~λ P R1n,d from (7.5), if δ is chosen sufficiently small, then (7.10) implies
that

|x
BiΓ

Bsi
p~λ, sq, ed`1´ipsqy| „ 1 for all 1 ď i ď d. (7.11)

Thus, combining (7.9) and (7.11), it follows that the vectors BiΓ
Bsi
p~λ, sq, 1 ď i ď d, are linearly

independent. Moreover, fixing ~λ “ a and noting that G
piq
a psq “

BiΓ
Bsi
pa, sq P Rd ˆ t0un´d for i ě 1,

one concludes that

| detrgass| Á 1 (7.12)

for all s P I, which is the claimed non-degeneracy condition. Note this holds uniformly over the
choice of original curve γ P Gnpδq and over a P R1n,d.

Frenet boxes revisited. From the preceding observations, the vectors G
piq
a psq for 1 ď i ď d form a

basis of Rd ˆ t0un´d. Fixing ξ P R̂n and r ą 0, one may write

ξ ´
n
ÿ

j“d`1

ξjGjpsq “
d
ÿ

i“1

riηiG
piq
a psq (7.13)

for some vector of coefficients pη1, . . . , ηdq P Rd. The powers of r appearing in the above expression
play a normalising rôle below. For each 1 ď k ď d form the inner product of both sides of the
above identity with the Frenet vector ekpsq. Combining the resulting expressions with the linear
independence relations inherent in (7.9), the coefficients ηk can be related to the numbers xξ, ekpsqy
via a lower anti-triangular transformation, viz.

»

—

–

xξ, e1psqy
...

xξ, edpsqy

fi

ffi

fl

“

»

—

–

0 ¨ ¨ ¨ xG
pdq
a psq, e1psqy

...
. . .

...

xG
p1q
a psq, edpsqy ¨ ¨ ¨ xG

pdq
a psq, edpsqy

fi

ffi

fl

»

—

–

rη1
...

rdηd

fi

ffi

fl

. (7.14)

Thus, if ξ P πd´1,γps; rq, then it follows from combining (4.14a) and (7.11) with (7.14) that |ηi| Àγ 1
for 1 ď i ď d, provided δ ą 0 is sufficiently small. Similarly, the conditions (4.14b), (4.14c) and
the localisation (7.3) imply that

πd´1,γps; rq Ď Rn,d :“ r´2, 2sd ˆR1n,d
The identity (7.13) can be succinctly expressed using matrices. In particular, collect the func-

tions gj together as an pn´ dq-tuple g :“ pgd`1, . . . , gnq and, for s P I and r ą 0, define the nˆ n
matrix

rgsa,s,r :“

ˆ

rgass,r gpsq
0 In´d

˙

. (7.15)

Here the block rgass,r is the dˆd matrix (2.1) with γ here taken to be ga as defined in (7.7), whilst
gpsq is understood to be the pn ´ dq ˆ d matrix with jth column equal to gjpsq and In´d is the
pn´ dq ˆ pn´ dq identity matrix. With this notation, the identity (7.13) may be written as

ξ “ rgsa,s,r ¨ η where η “ pη1, . . . , ηd, ξd`1, . . . , ξnq.

Moreover, if ξ P πd´1,γps; rq, then the preceding observations show that η in the above equation
may be taken to lie in a bounded region and so

πd´1,γps; rq Ď
č

aPR1n,d

rgsa,s,Cr
`

r´2, 2sn
˘

XRn,d, (7.16)
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where C ě 1 is a suitably large dimensional constant. The right-hand side of (7.16) should be
compared with the matrix definition of the slabs used in the Bourgain–Demeter–Guth theorem
from (7.1).

7.3. Decoupling inequalities for cones generated by non-degenerate curves. Here the
geometric setup described in §7.2 is abstracted. We first generalise the definition (7.4) to arbitrary
cones generated over a tuple of curves pgd`1, . . . , gnq.

Definition 7.4. Let 2 ď d ď n ´ 1, g “ pgd`1, . . . , gnq be an pn ´ dq-tuple of functions in
Cd`1pI;Rdq and Γg denote the codimension d´ 1 cone in Rn parametrised by

p~λ, sq ÞÑ
n
ÿ

j“d`1

λj ¨
´

„

gjpsq
0



` ~ej

¯

for ~λ “ pλd`1, . . . , λnq P R1n,d and s P I.

In this case, Γg is referred to as the cone generated by g.

We now take into account the non-degeneracy condition established in (7.12). Given a “

pad`1, . . . , anq P R1n,d and 0 ă δ ! 1 consider the collection Ga
n,dpδq of all pn ´ dq-tuples of

functions
g “ pgd`1, . . . , gnq P rC

d`1pI;Rdqsn´d

with the property

ga :“
n
ÿ

j“d`1

aj ¨ gj P Gdpδq, (7.17)

where Gdpδq is the class of model curves introduced in §2.
In (7.12) we showed that the curves ga relevant to our study are non-degenerate, which is a

weaker condition than ga P Gdpδq (provided 0 ă δ ! 1). However, by a localisation and scaling
argument similar to that used in §2, we will always be able to assume the condition (7.17) holds
in what follows (see the proof of Lemma 7.9 for details of the rescaling).

Given g P Ga
n,dpδq, s P r´1, 1s and 0 ă r ď 1, define the nˆ n matrix rgsa,s,r as in (7.15); that

is,

rgsa,s,r :“

ˆ

rgass,r gpsq
0 In´d

˙

. (7.18)

In view of (7.16), one wishes to study decoupling with respect to the plates

θps; rq :“ rgsa,s,r
`

r´2, 2sn
˘

XRn,d.

In some cases it will be useful to highlight the choice of function g by writing θpg; s; rq for θps; rq.
Note that each of these plates lies in an r-neighbourhood of the cone Γg. We think of the union
of all plates θps; rq as s varies over the domain r´1, 1s as forming an anisotropic r-neighbourhood
of Γg, similar to the situation for curves described in §7.1.

Rather than work with the θps; rq directly, certain truncated versions are considered.

Definition 7.5. For 0 ă r ď 1, a “ pad`1, . . . , anq P R1n,d and K ě 1 an pa,Kq-truncated r-plate
for Γg is a set of the form

θ a,Kps; rq :“ rgsa,s,r
`

r´2, 2sn
˘

XQpa,K´1q

for some s P I and

Qpa,K´1q :“
 

ξ P R̂n : |ξj ´ aj | ď K´1 for d` 1 ď j ď n
(

.

Definition 7.6. A collection Θa,Kprq of pa,Kq-truncated r-plates is an pa,Kq-truncated plate
decomposition for g if it consists of θ a,Kpg; s; rq for s varying over a r-net in I.

Theorem 4.4 is a consequence of the following decoupling inequality for cones Γg.
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Proposition 7.7. Let 2 ď d ď n ´ 1 and ε ą 0. There exists some integer K ě 1 such that
for all 0 ă r ď 1, a P R1n,d and g P Ga

n,dpδq for 0 ď δ ! 1 the following holds. If Θa,Kprq is an

pa,Kq-truncated r-plate decomposition for Γg and 2 ď p ď dpd` 1q, then

›

›

ÿ

θPΘ a,Kprq

fθ
›

›

LppRnq Àε r
´ε
´

ÿ

θPΘ a,Kprq

}fθ}
2
LppRnq

¯1{2

holds for any tuple of functions pfθqθPΘ a,Kprq satisfying supp f̂θ Ď θ.

Proposition 7.7 follows from the Bourgain–Demeter–Guth result (namely, Theorem 7.3) via
an argument from [4], where decoupling estimates for the light cone in Rn were obtained as a
consequence of decoupling estimates for the paraboloid in Rn´1. The key observation is that,
at suitably small scales, the cone Γg can be approximated by a cylinder over the curve g. This
approximation is only directly useful for relatively large r values, but rescaling and induction-on-
scale arguments allow one to leverage this observation in the small r setting. Arguments of this
kind originate in [17] and have been used repeatedly in the context of decoupling theory: see, for
instance, [2, 11, 12, 15].

The details of the proof of Proposition 7.7 are postponed until §7.5 below. In the following
subsection, we show that Proposition 7.7 implies Theorem 4.4.

7.4. Relating the decoupling regions. Theorem 4.4 may now be deduced as a consequence of
Proposition 7.7 using the geometric observations from §7.2.

Proof of Theorem 4.4, assuming Proposition 7.7. First note that it suffices to show the desired
decoupling inequality in the restricted range 2 ď p ď dpd ` 1q; the estimate for the remaining
range dpd ` 1q ď p ď 8 then follows by an interpolation argument and a trivial estimate for
p “ 8.

Let γ P Gdpδq for 0 ď δ ! 1. As previously noted, we may restrict attention to the portion of γ
over I “ r´δ, δs so that the Frenet vectors satisfy (7.3). Fix 2 ď d ď n´ 1, 0 ă r ď 1 and Pd´1prq
a Frenet box decomposition of γ.

Define g “ pgd`1, . . . , gnq as in §7.2 so that the ga are non-degenerate. Let ε ą 0 be given and
take K ě 1 an integer satisfying the properties described in Proposition 7.7.

Let pfπqπPPd´1prq be a tuple of functions satisfying the Fourier support hypothesis from the

statement of Theorem 4.4. If π “ πd´1,γps; rq P Pd´1prq, then, recalling (7.16), we have

supp f̂π Ď πd´1,γps; rq Ď
č

aPR1n,d

rgsa,s,Cr
`

r´2, 2sn
˘

XRn,d. (7.19)

The frequency domain is decomposed according to the Qpa,K´1q from Definition 7.5. In par-
ticular, let

R1n,dpKq :“ K´1Zn´d XR1n,d
so that the sets Qpa,K´1q for a P R1n,dpKq are finitely-overlapping and cover of Rn,d. Form a

smooth partition of unity pψa,K´1qaPR1n,dpKq adapted to the sets Qpa,K´1q and define the frequency

projection operators Pa via the Fourier transform by
`

Paf
˘

p :“ ψa,K´1 ¨ f̂ .

These operators are bounded on Lp for 1 ď p ď 8 uniformly in a and K and, furthermore,

fπ “
ÿ

aPR1n,dpKq
Pafπ for all π P Pd´1prq.



SOBOLEV IMPROVING FOR AVERAGES OVER CURVES 51

Since #R1n,dpKq Àn,δ,ε 1, by the triangle inequality and the Lp boundedness of the Pa, it suffices
to show that

›

›

ÿ

πPPd´1prq

Pafπ
›

›

LppRnq Àn,δ,ε r
´p1{2´1{pq´ε

´

ÿ

πPPd´1prq

}Pafπ}
p
LppRnq

¯1{p
(7.20)

uniformly in a P R1n,dpKq. However, recalling (7.19), each function Pafπ has frequency support
in the set

θ a,Kps, Crq “ rgsa,s,Cr
`

r´2, 2sn
˘

XQpa,K´1q

and so an `2 version of (7.20) follows as a consequence of Proposition 7.7.10 The desired `p-
decoupling (7.20) follows by applying Hölder’s inequality to the `2-sum. �

7.5. Proof of Proposition 7.7. It remains to prove the decoupling Proposition 7.7. This is
achieved using the argument outlined at the end of §7.3.

Definition 7.8 (Decoupling constant). For 2 ď d ď n´ 1, 0 ă r ď 1, p ě 2, 0 ă δ ! 1, a P R1n,d
and K ě 1 let Da

n,dpK; rq denote the infimum over all C ě 1 for which

›

›

ÿ

θPΘ a,Kprq

fθ
›

›

LppRnq ď C
´

ÿ

θPΘ a,Kprq

}fθ}
2
LppRnq

¯1{2

holds whenever:

i) Θa,Kprq is an pa,Kq-truncated r-plate decomposition for Γg for some g P Ga
n,dpδq,

ii) pfθqθPΘ a,Kprq is a tuple of functions satisfying supp f̂θ Ď θ.

Thus, in this notation, Proposition 7.7 states that for all ε ą 0 there exists some K ě 1,
depending only on n and ε, such that

Da
n,dpK; rq Àε r

´ε for all a P R1n,d (7.21)

Remark. The definition of the decoupling constants also depends on p and δ but, for simplicity,
these parameters are omitted in the notation.

In conjunction to Theorem 7.3, one needs a simple scaling lemma.

Lemma 7.9 (Generalised Lorentz rescaling). If 0 ă r ă ρ ă 1, then

Da
n,dpK; rq À Da

n,dpK; ρqDa
n,dpK; r{ρq.

Temporarily assuming this result, Proposition 7.7 follows by a simple induction-on-scale argu-
ment.

Proof of Proposition 7.7. Let ε ą 0, 0 ă δ ! 1 and a “ pad`1, . . . , anq P R1n,d be given. Henceforth,

K “ Kpεq ě 1 is thought of as a fixed number, depending only on n and ε, which is chosen
sufficiently large to satisfy the forthcoming requirements of the proof. It will be shown, by an
induction-on-scale in the r parameter, that (7.21) holds for all 0 ă r ď 1.

If p100Kq´d ă r ď 1, then it follows from the triangle and Cauchy–Schwarz inequalities that

Da
n,dpK; rq ď Cpεq

for some constant Cpεq ě 1 depending only on n and ε. This serves as the base case of an inductive
argument.

It remains to establish the inductive step. To this end, fix some 0 ă r ď p100Kq´d and assume
the following holds.

10Strictly speaking, Proposition 7.7 requires the additional hypothesis g P Ga
n,dpδq. However, by a rescaling

argument (see the proof of Lemma 7.9), the decoupling result generalises to arbitrary g for which ga is non-degenerate
(albeit no longer with a uniform constant).
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Induction hypothesis. If r˝ ě 2r, then Da
n,dpK; r˝q ď Cpεqr´ε˝ .

Given 0 ă r ă ρ ă 1{2, one may combine the generalised Lorentz rescaling lemma with the
induction hypothesis to conclude that

Da
n,dpK; rq À Da

n,dpK; ρqDa
n,dpK; r{ρq ď Cpεqρεr´εDa

n,dpK; ρq. (7.22)

Fix ρ :“ K´1{d. Favourable bounds for Da
n,dpK; ρq can be obtained in this case via an appeal

to Theorem 7.3. Let projd : R̂n Ñ R̂d denote the orthogonal projection onto the coordinate plane
spanned by ~e1, . . . , ~ed. The key observation is that any pa,Kq-truncated ρ-plate θ a,Kpg; s; ρq on
Γg essentially projects into a ρ-slab αpga; s; ρq on ga “

řn
j“d`1 aj ¨ gj under this mapping, where

αpga; s; ρq is as defined in Definition 7.1. In particular,

projd θ
a,Kpg; s; ρq Ď αpga; s;Cρq (7.23)

for some choice of constant C ě 1 depending only on n. To see this, fix ξ P θ a,Kpg; s; ρq and note
that ξ “ rgsa,s,ρ ¨ η for some η P r´2, 2sn whilst

|ξj ´ aj | ď 1{K for d` 1 ď j ď n, (7.24)

by Definition 7.5. By the definition of the matrix rgsa,s,ρ in (7.18), it follows that

ξ1 “ rgass,ρ ¨ η
1 `

n
ÿ

j“d`1

ηjgjpsq,

ξj “ ηj for d` 1 ď j ď n

where ξ1 :“ projd ξ and η1 :“ projd η P r´2, 2sd. In particular,

ξ1 ´ gapsq “ rgass,ρ

´

η1 ` rgas
´1
s,ρ ¨

n
ÿ

j“d`1

pηj ´ ajqgjpsq
¯

and, for the choice of ρ “ K´1{d specified above,

ˇ

ˇrgas
´1
s,ρ ¨

n
ÿ

j“d`1

pηj ´ ajqgjpsq
ˇ

ˇ ď }rgas
´1
s,ρ}op ¨

n
ÿ

j“d`1

|ξj ´ aj ||gjpsq|

À ρ´dK´1 ď 1.

The second inequality follows from the hypothesis ga P Gdpδq from (7.17), which implies that
}rgas

´1
s,ρ}op À ρ´d (with a uniform constant), and the condition (7.24). Recalling Definition 7.1, it

follows that ξ1 P αpga; s;Cρq, as claimed.
Let Θa,Kpρq be an pa,Kq-truncated ρ-plate decomposition of Γg and pfθqθPΘ a,Kpρq be a tuple of

functions satisfying supp f̂θ Ď θ. For any 2 ď p ď dpd` 1q and ε̃ ą 0, by (7.23) and Theorem 7.3
it follows that

›

›

ÿ

θPΘ a,Kpρq

fθp ¨ , x
2q
›

›

LppRdq Àε̃ ρ
´ε̃
´

ÿ

θPΘ a,Kpρq

}fθp ¨ , x
2q}2LppRdq

¯1{2

for all x2 P Rn´d. Taking the Lp-norm of both sides of this inequality with respect to x2 and using
Minkowski’s inequality to bound the resulting right-hand side, one deduces that

Da
n,dpK; ρq Àε̃ ρ

´ε̃. (7.25)

Taking ε̃ :“ ε{2 in (7.25) and substituting this inequality into (7.22), one deduces that

Da
n,dpK; rq ď

`

Cερ
ε{2

˘

Cpεqrε,
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where the Cε factor arises from the various implied constants in the above argument. Thus, if K
is chosen from the outset to be sufficiently large, depending only on n and ε, then

Cερ
ε{2 “ CεK

´ε{2d ď 1

and the induction closes. �

It remains to prove the Lorentz rescaling lemma. Before presenting the argument, it is useful
to introduce an extension of Definition 2.1 to tuples of curves g.

Definition 7.10. Let g “ pgd`1, . . . , gnq P Ga
n,dpδq and ga :“

řn
j“d`1 aj ¨ gj, as in (7.17) and

(7.18). Define the pa; b, ρq-rescaling of g to be the pn´ dq-tuple

ga,b,ρ “ pga,b,ρ,d`1, . . . , ga,b,ρ,nq P rC
d`1pI,Rdqsn´d

given by
ga,b,ρptq “ rgas

´1
b,ρ

`

gpb` ρtq ´ gpbq
˘

. (7.26)

Here ga,b,ρptq and gptq are understood to be the d ˆ pn ´ dq matrices whose columns are the
component functions of ga,b,ρ and g, respectively, evaluated at t P I.

As a consequence of this definition, the function

ga,b,ρ :“
n
ÿ

j“d`1

aj ¨ ga,b,ρ,j

is precisely the pb, ρq-rescaling of ga :“
řn
j“d`1 aj ¨ gj . Thus, the notation ga,b,ρ used here is

consistent in the sense that ga,b,ρ “ pgaqb,ρ and, furthermore, since ga,b,ρ :“ pga,b,ρqa, one has

rga,b,ρsa,u,h :“

ˆ

rga,b,ρsu,h ga,b,ρpsq
0 In´d

˙

. (7.27)

Proof of Lemma 7.9. Fix g P Ga
n,dpδq, an pa,Kq-truncated r-plate decomposition Θa,Kprq for Γg

and let pfθqθPΘ a,Kprq be a tuple of functions satisfying supp f̂θ Ď θ. By a simple pigeonholing

argument, there exists an pa,Kq-truncated ρ-plate decomposition Θa,Kpρq such that
›

›

ÿ

θPΘ a,Kprq

fθ

›

›

›

LppRnq
À

›

›

ÿ

θ1PΘ a,Kpρq

fθ1
›

›

›

LppRnq

where
fθ1 :“

ÿ

θPΘ a,Kprq
θĂθ1

fθ for all θ1 P Θa,Kpρq.

Since supp f̂θ1 Ď θ1, by definition

›

›

ÿ

θPΘ a,Kprq

fθ

›

›

›

LppRnq
À Da

n,dpK; ρq
´

ÿ

θ1PΘ a,Kpρq

}fθ1}
2
LppRnq

¯1{2
. (7.28)

The goal here is to show that

}fθ1}LppRnq À Da
n,dpK; r{ρq

´

ÿ

θPΘ a,Kpρq
θĂθ1

}fθ}
2
LppRnq

¯1{2
(7.29)

for each θ1 P Θa,Kpρq. Indeed, once this is established, by combining (7.28) and (7.29) with the
definition of Da

n,dpK; rq, one deduces the desired result.

Fix an pa,Kq-truncated ρ-plate θpb; ρq P Θa,Kpρq and recall that

θpb; ρq “
 

ξ P R̂n : prgsa,b,ρq
´1ξ P r´2, 2sn

(

XQpa,K´1q
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for Qpa,K´1q as defined in Definition 7.5. Note that the preimage of θpb; ρq under the rgsa,b,ρ
mapping is the set

`

rgsa,b,ρ
˘´1

θpb; ρq “ r´2, 2sn XQpa,K´1q.

On the other hand, the pa,Kq-truncated r-plate θps; rq ” θ a,Kps; rq is transformed under
`

rgsa,b,ρ
˘´1

into
 

ξ P R̂n :
`

rgsa,s,r
˘´1

¨ rgsa,b,ρ ξ P r´2, 2sn
(

XQpa,K´1q. (7.30)

The key observation is that
`

rgsa,s,r
˘´1

¨ rgsa,b,ρ “
`

rga,b,ρsa, s´b
ρ
, r
ρ

˘´1
(7.31)

so that (7.30) corresponds to an pa,Kq-truncated r{ρ-plate for the cone generated over the rescaled
curve tuple ga,b,ρ. Once this established, (7.29) follows easily by a change of variable. Indeed,

taking θ1 “ θpb, ρq and defining the functions f̃θ1 and f̃θ for θ P Θa,Kprq via the Fourier transform
by

`

f̃θ1
˘

p :“ f̂θ1 ˝ rgsa,b,ρ and
`

f̃θ
˘

p :“ f̂θ ˝ rgsa,b,ρ,

by a linear change of variable the desired inequality (7.29) is equivalent to

}f̃θ1}LppRnq À Da
n,dpK; r{ρq

´

ÿ

θPΘ a,Kpρq
θĂθ1

}f̃θ}
2
LppRnq

¯1{2
.

However, since the preceding observations show that the f̃θ are Fourier supported on pa,Kq-
truncated r{ρ-plates for the cone generated over the rescaled curve tuple ga,b,ρ, this bound follows
directly from the definition of the decoupling constant.

To prove (7.31), first note that it suffices to show

rgsa,b,ρ ¨ rga,b,ρsa, s´b
ρ
, r
ρ
“ rgsa,s,r.

Recalling (7.27) (taking u :“ ps´ bq{ρ and h :“ r{ρ) and carrying out the block matrix multipli-
cation, this is equivalent to the pair of identities

rgasb,ρ ¨ rga,b,ρs s´b
ρ
, r
ρ
“ rgass,r, (7.32a)

rgasb,ρ ¨ ga,b,ρ

`

s´b
ρ

˘

` gpbq “ gpsq. (7.32b)

Note that (7.32a) is an identification of dˆdmatrices, whilst (7.32b) is an identification of dˆpn´dq
matrices.

Recall the definition of the matrix

rga,b,ρsx “
”

g
p1q
a,b,ρpxq ¨ ¨ ¨ g

pdq
a,b,ρpxq

ı

.

From the discussion following Definition 7.10, the curve ga,b,ρ is as defined in Definition 2.1 and,
in particular, is given by

ga,b,ρptq “ rgas
´1
b,ρ

`

gapb` ρtq ´ gapbq
˘

.

Combining these definitions with the chain rule,

rga,b,ρsx “ rgas
´1
b,ρ ¨ rgasb`ρx,ρ for x P R with b` ρx P r´1, 1s.

Taking x “ s´b
ρ and right multiplying the above display by Dr{ρ immediately implies (7.32a). On

the other hand, (7.32b) follows directly from the definition (7.26). �
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Appendix A. Reduction to a frequency localised estimate

Here we discuss the passage from frequency localised used in §4.2. In particular, we fill in the
details of the argument reducing Theorem 1.1 to Theorem 4.1. This follows very quickly by using
a special case of a result proved in [16].

A.1. A Calderón–Zygmund estimate. For each k P N we are given operators Tk defined on
Schwartz function f P SpRnq by

Tkfpxq :“

ˆ
Rn
Kkpx, yqfpyq dy

where each Kk is a continuous and bounded kernel (with no other quantitative assumptions). Let
ζ P SpRnq, define ζk :“ 2knζp2k ¨ q and set Pkf :“ ζk ˚ f.

Theorem A.1 ([16]). Let ε ą 0 and 1 ă p0 ă p ă 8. Assume for some A ě 1 the operators Tk
satisfy

sup
ką0

2k{p0}Tk}Lp0 pRnqÑLp0 pRnq ď A,

sup
ką0

2k{p}Tk}LppRnqÑLppRnq ď A .

Furthermore, assume that there exist B ě 1 and for each cube Q a measurable set EQ such that

|EQ| ď BmaxtdiampQqn´1, diampQqnu

and such that, for every k P N and every cube Q with 2kdiampQq ě 1,

sup
xPQ

ˆ
RnzEQ

|Kkpx, yq|dy ď Amaxtp2kdiampQqq´ε, 2´kεu. (A.1)

Then for every r ą 0 we have

›

›

›

´

8
ÿ

k“1

2kr{p|PkTkfk|
r
¯1{r›

›

›

LppRnq
À

´

8
ÿ

k“1

}fk}
p
LppRnq

¯1{p

for any sequence of functions pfkq
8
k“1 P `

ppLpq, where the implicit constant depends only on A, B,
r, ε, p, p0, n and ζ.

A.2. Application. We consider a regular curve given by t ÞÑ γptq, t P r0, 1s, and let Aγ be as in
(1.1); that is, Aγf “ µγ ˚ f .

Let β˝ P C
8
c pR̂nq be, say, radial, supported in t1{2 ă |ξ| ă 1u and β˝pξq ą 0 for 2´1{2 ď |ξ| ď

21{2 and define Ljf :“ β˝p2
´jDqf . We make the assumption that for some p0 ě 2 we have

}LjAγf}Lp0 pRnq ď C2´j{p0}f}Lp0 pRnq, j ě 0. (A.2)

For a non-degenerate curve in R4 such inequalities were proved in the previous sections.
Theorem A.1 facilitates the following reduction.

Proposition A.2. Assumption (A.2) implies that Aγ maps Lp boundedly to Lp1{p for p0 ă p ă 8.

This result can be used to complete the argument described in §4.2 and thereby reduce Theo-
rem 1.1 to Theorem 4.1.

Proof of Proposition A.2. Let Γ :“ tγptq : t P Iu where I is a compact interval containing the
support of χ. Let Q be a cube with center xQ and define

EQ :“ ty P Rn : distpy ´ xQ,Γq ď 10 diampQqu.



56 D. BELTRAN, S. GUO, J. HICKMAN, AND A. SEEGER

Thus if Q is small then EQ is a tubular neighborhood of xQ ` Γ of width OpdiampQqq. It is not
hard to see that there is a constant C (depending on B) such that

measpEQq ď C

#

diampQqn´1 if diampQq ď 1,

diampQqn if diampQq ě 1.

Let υ P C8c pRnq be supported in tx : |x| ă 1{4u, with the property that pυpξq ą 0 on the support
of β˝, pυp0q “ 0 and ∇pυp0q “ 0.11 Let υk :“ 2knυp2k ¨ q and define

Tkfpxq :“ υk ˚ µγ ˚ f and Kkpx, yq :“ υk ˚ µγpx´ yq.

By the support properties of υk we have

Kkpx, yq “ 0 if x P Q, y P RnzEQ and 2kdiampQq ą 1

and thus (A.1) holds trivially.
We claim that the assumption (A.2) also implies

sup
kPN

2k{p0}Tk}Lp0 pRnqÑLp0 pRnq ă 8.

To see this, choose rβ˝ P C
8
c pR̂nq supported in tξ : 1{2 ă |ξ| ă 2u such that

ÿ

jPZ
β˝p2

´jξqrβ˝p2
´jξq “ 1

for all ξ ‰ 0 and define rLj :“ rβ˝p2
´jDq. Thus,

}Tk}Lp0ÑLp0 ď
ÿ

jPZ
}Lj rLjTk}Lp0ÑLp0 ď

ÿ

jPZ
}LjAγ}Lp0ÑLp0 }rLjυk}1.

By straightforward calculations, using scaling and the cancellation and Schwartz properties of υ

and F´1rβ˝s, one has }rLjυk}1 “ Op2´|j´k|q for all j P Z. Using this together with the hypothesis
(A.2), we get

}Tk}Lp0ÑLp0 ď
ÿ

jPZ
mint2´j{p, 1u2´|j´k| À 2´k{p;

note for j ă 0 we use the trivial bounds }LjAγf}p À }f}p. Since }Tk}L8ÑL8 “ Op1q, interpolation
therefore yields

sup
kPN

2k{p}Tk}LppRnqÑLppRnq ă 8 for all p0 ď p ď 8.

Let β P C8c pR̂nq be supported in tξ : 1{4 ă |ξ| ă 4u such that β˝β “ β˝ and p0 ă p ă 8.
Defining fk :“ βp2´kDqf , by Theorem A.1 we obtain

›

›

›

´

8
ÿ

k“1

r2k{p|β˝p2
´kDqAγf |s

r
¯1{r›

›

›

LppRnq
“

›

›

›

´

8
ÿ

k“1

2kr{p|PkTkfk|
r
¯1{r›

›

›

LppRnq

À

´

8
ÿ

k“1

}fk}
p
LppRnq

¯
1
p

À

´

8
ÿ

k“1

}βp2´kDqf}pLppRnq

¯
1
p
. (A.3)

11To construct such a function take any compactly supported real valued u P C8c pRnq with
´
Rn u “ 1, form

uC “ CdupC ¨ q for sufficiently large C to ensure puC ą 0 on suppβ˝ and then take the Laplacian, υ “ ∆uC , to also
get the condition pυp0q “ 0.
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Since `r ãÑ `2 for r ď 2 and `2 ãÑ `p for 2 ď p, we deduce that
›

›

›

´

8
ÿ

k“1

r2k{p|β˝p2
´kDqAγf |s

2
¯1{2›

›

›

LppRnq
À

›

›

›

´

8
ÿ

k“1

|βp2´kDqf |2
¯1{2›

›

›

LppRnq
.

This, together with the obvious low frequency Lp estimates, yield the asserted Sobolev bound via
Littlewood–Paley inequalities. �

Remark. Using Besov and Triebel-Lizorkin spaces one gets from (A.3) the stronger inequality

Aγ : B0
p,p Ñ F 1{p

p,r

for all r ą 0.

Appendix B. Derivative bounds for implicitly defined functions

The following lemma is a particular instance of a more general lemma on derivative bounds for
implicitly defined functions found in [1, Appendix C].

Lemma B.1. Let Ω Ď Rn be an open set, I Ď R an open interval, g : I Ñ Rn a C8 mapping and
y : Ω Ñ I a C8 mapping such that

xg ˝ ypxq,xy “ 0 for all x P Ω.

For e P Sn´1 let ∇e denote the directional derivative operator with respect to x in the direction of
e. Suppose A,M1,M2 ą 0 are constants such that

$

’

&

’

%

|xg1 ˝ ypxq,xy| ě AM2,

|xgpNq ˝ ypxq,xy| ÀN AMN
2

|xgpNq ˝ ypxq, ey| ÀN AM1M
N
2

for all N P N and all x P Ω (B.1)

Then the function y satisfies

|∇N
e ypxq| ÀN MN

1 M
´1
2 for all x P Ω and all N P N0. (B.2)

Furthermore, for any C8 function h : I Ñ Rn for which there exists some constant B ą 0 satisfying
#

|xhpNq ˝ ypxq,xy| ÀN BMN
2

|xhpNq ˝ ypxq, ey| ÀN BM1M
N
2

for all N P N and all x P Ω, (B.3)

one has
ˇ

ˇ∇N
e xh ˝ ypxq,xy

ˇ

ˇ ÀN BMN
1 for all x P Ω and all N P N. (B.4)

The following example illustrates how Lemma B.1 is applied in practice in this article.

Example B.2 (Application to the case J “ 3). Let γ P G4pδ0q, and θ : R̂4zt0u Ñ I0 satisfying

xγ2 ˝ θpξq, ξy “ 0.

We apply the previous result with g “ γ2 and h “ γ1. If B ď A the conditions (B.1) and (B.3)
read succinctly as

$

’

&

’

%

|xγp3q ˝ θpξq, ξy| ě AM2,

|xγp1`Nq ˝ θpξq, ξy| ÀN BMN
2

|xγp1`Nq ˝ θpξq, ey| ÀN BM1M
N
2

for all N P N and all ξ P Ω Ă R̂4zt0u,

which imply
|∇N

e θpξq| ÀN MN
1 M

´1
2 and |∇N

e xγ
1 ˝ θpξq, ξy| ÀN BMN

1 .

for all N P N and all ξ P Ω Ă R̂4zt0u.

The applications in the different cases J “ 4 are similar, with the choices pg, hq “ pγp3q, γ2q,

pg, hq “ pγp3q, γ1q and pg, hq “ pγ2, γ1q.
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Appendix C. Integration-by-parts lemmata

C.1. Non-stationary phase. For a P C8c pRq supported in an interval I Ă R and φ P C8pIq,
define the oscillatory integral

Irφ, as :“

ˆ
R
eiφpsqapsqds.

The following lemma is a standard application of integration-by-parts.

Lemma C.1 (Non-stationary phase). Let R ě 1 and φ, a be as above. Suppose that for each
j P N0 there exist constants Cj ě 1 such that the following conditions hold on the support of a:

i) |φ1psq| ą 0,

ii) |φpjqpsq| ď CjR
´pj´1q|φ1psq|j for all j ě 2,

iii) |apjqpsq| ď CjR
´j |φ1psq|j for all j ě 0.

Then for all N P N0 there exists some constant CpNq such that

|Irφ, as| ď CpNq ¨ |supp a| ¨R´N .

Moreover, CpNq depends on C1, . . . , CN but is otherwise independent of φ and a and, in particular,
does not depend on r.

A detailed proof of this lemma can be found in [1, Appendix D].

C.2. Kernel estimates. The following lemma, which is used to obtain L8 bounds for the mul-
tipliers, is based on integration-by-parts in the ξ variable.

Lemma C.2. Let a P C8c pR̂n ˆ I0q, σ ą 0, λj ą 0 for 1 ď j ď n and tv1, . . . ,vnu be an
orthonormal basis of Rn. Suppose the following conditions hold:

i) |ts P R : pξ; sq P supp a for some ξ P R̂nu| ď σ,

ii) suppξ a Ď tξ P R̂n : |xξ, vjy| ď λj for 1 ď j ď nu,

iii) |∇N
vjapξ; sq| ÀN λ´Nj for all pξ; sq P R̂n ˆ R, 1 ď j ď n and N P N0.

Then
}mras}M8pRnq À σ.

Here ∇v :“ v ¨∇ denotes the directional derivative with respect to ξ in the direction of v P Sn´1.

Proof of Lemma C.2. For f P S pRnq we have mraspDqf “ Kras˚f where the kernel Kras is given
by

Kraspxq “

ˆ
R
F´1ap ¨ ; sqpx` γpsqqχpsqds.

Here F´1 denotes the inverse Fourier transform in the ξ variable. Consequently,

}mraspDq}M8pRnq ď }Kras}L1pRnq ď

ˆ
R
}F´1ap ¨ ; sq}L1pRnqχpsqds.

By the hypothesis i) on the s-support, the problem is therefore reduced to showing

sup
sPR

}F´1ap ¨ ; sq}L1pRnq À 1. (C.1)

However, the conditions ii) and iii), combined with a standard integration-by-parts argument,
imply

|F´1ap ¨ ; sqpxq| ÀN

´

n
ź

j“1

λj

¯´

1`
n
ÿ

j“1

λj |xx,vjy|
¯´N

for all px; sq P Rn ˆ R and all N ě 0,

from which the desired bound (C.1) follows. �
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